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This article explores the intersection of 2 critical and timely concerns in personnel selection—applicant
retesting and subgroup differences—by exploring demographic differences in retest effects across
multiple assessments. Results from large samples of applicants taking 3 written tests (N � 7,031) and 5
performance tests (N � 2,060) revealed that Whites showed larger retest score improvements than Blacks
or Hispanics on several of the assessments. However, the differential improvement of Whites was greater
on the written tests than on the performance tests. In addition, women and applicants under 40 years of
age showed larger improvements with retesting than did men and applicants over 40. We offer some
preliminary theoretical explanations for these demographic differences in retesting gains, including
differences in ability, testing attitudes and motivation, and receptivity to feedback. In terms of practical
implications, the results suggest that allowing applicants to retake selection tests may, in some cases,
exacerbate levels of adverse impact, which can have distinct implications for retesting policy and
practices in organizations.
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The outcome of employee selection processes is a consequence
of considerable importance to applicants and organizations alike.
Not only do applicants wish to obtain an offer of employment, they
also desire to be given every opportunity to perform during the
selection process so they can demonstrate their qualifications for
the job (Schleicher, Venkataramani, Morgeson, & Campion,
2006). For their part, organizations want to ensure that they have
the best information available on candidates so they can make
informed selection decisions. Yet, for a variety of reasons, appli-
cants do not always perform at their best during the selection
process, resulting in potential “false negative” decisions. Thus, it is
not surprising that policies that allow for retesting have been
encouraged by both legal and professional guidelines on employee
selection (e.g., Society for Industrial and Organizational Psychol-
ogy, 2003; Uniform Guidelines on Employee Selection Proce-
dures, 1978).

Concerns about corporate reputation have also likely motivated
organizations to offer retesting opportunities to initially unsuccess-

ful applicants. Indeed, the opportunity for reconsideration is a key
component of procedural justice perceptions (Arvey & Sackett,
1993; Gilliland, 1993; Gilliland & Steiner, 2001). Justice percep-
tions, in turn, have been linked to applicants’ evaluations of the
organization, intentions to accept job offers, and propensity to
recommend the employer to others (Hausknecht, Day, & Thomas,
2004). For these reasons, many organizations in the private and
public sectors have implemented retesting policies in hiring and
promotion situations, and a large number of applicants take ad-
vantage of these opportunities (Hausknecht, Halpert, Di Paolo, &
Moriarty Gerrard, 2007; Lievens, Buyse, & Sackett, 2005;
Wheeler, 2004).

The prevalence of applicant retesting has stimulated research
that attempts to better understand the nature and implications of
this practice. This research has reached two clear conclusions.
First, there are consistent score improvements due to retesting on
cognitive ability tests (Hausknecht et al., 2007; Hausknecht,
Trevor, & Farr, 2002; Kulik, Kulik, & Bangert, 1984; Lievens et
al., 2005; Reeve & Lam, 2005, 2007; Sackett, Burris, & Ryan,
1989). Second, these increases can have considerable implications
for exactly who is hired. As Hausknecht et al. (2002) noted,
“systematic score changes across repeated administrations can
result in a qualitative change in the make-up of the workforce” (p.
244). For example, in a recent meta-analysis on cognitive ability
tests (Hausknecht et al., 2007), the average size of retesting effects
(corrected for sampling error and measurement error) indicated
that applicants in the 50th percentile at Time 1 would move to the
60th percentile at Time 2 and to the 71st percentile at Time 3. In
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other words, applicants substantially below the score cutoff in the
first testing could eventually score well enough to be hired.

Although this research has increased the understanding of var-
ious issues associated with applicant retesting, other important
issues have received little or no research attention. First, past
research has not investigated whether different groups of appli-
cants show differential levels of score improvement. In particular,
relatively little is known about the extent to which applicants of
different racial, gender, and age groups demonstrate different
levels of change across repeated test administrations. This is a
critical issue to examine, because such differences could have
substantial implications for adverse impact. That is, all other things
being equal, if score increases due to retesting are greater for
members of typically disadvantaged groups, adverse impact could
be less at retesting than at initial testing. However, if score in-
creases due to retesting are smaller for typically disadvantaged
groups, levels of adverse impact could be exacerbated at retesting.
A third possibility is that score changes are relatively similar
across demographic groups (i.e., everyone’s scores change by
essentially the same amount). In this case, assuming that no
demographic differences exist in decisions to retest (e.g., Schmit &
Ryan, 1997), there should be little or no difference in adverse
impact between the initial test and retest. Thus, this question of
demographic differences in test score improvement with retesting
is one with significant practical implications for organizations. It
also has important theoretical implications for the understanding of
what underlies retesting effects.

Second, previous research on retesting effects has focused pre-
dominately on cognitive ability tests (Hausknecht et al., 2002,
2007; Lievens, Reeve, & Heggestad, 2007; Reeve & Lam, 2005,
2007) and personality tests (Ellingson, Sackett, & Connelly, 2007;
Hogan, Barrett, & Hogan, 2007; Kelley, Jacobs, & Farr, 1994). Yet
there are many other types of assessments used by organizations
(e.g., interviews, biographical data measures, assessment center
exercises) that might be retaken by applicants, but for which
virtually nothing is known about the nature or degree of retest
effects. Thus, it is unknown whether the retest effects found for
cognitive ability and personality tests generalize to other widely
used assessments and whether any demographic differences in
retesting effects vary across type of assessment.

Third, the majority of past retesting research has been conducted
with student populations or in laboratory settings. For example, the
vast majority of retesting studies included in a recent meta-analysis
(Hausknecht et al., 2007) were conducted in an educational (as
opposed to work) context (84%; J. Hausknecht, personal commu-
nication, 2008). Although studies conducted in educational set-
tings have made important contributions to our understanding of
retest effects, it is unclear whether similar effects would be found
in employment settings. Therefore, there is a need for retesting
research conducted in authentic job applicant contexts.

Finally, existing retesting research is characterized by relatively
small samples. For example, Hausknecht et al. (2007) reported a
median N of 91 participants per sample in their meta-analysis. One
of the challenges associated with smaller samples (in addition to
lower power) is the potentially restricted range of different kinds
of test takers, including representation of applicants from certain
demographic subgroups.

In the current article, we examine the practically and theoreti-
cally important question of whether race, age, and gender differ-

ences exist in retest effects. We do so across eight selection tests:
three written tests (i.e., verbal ability, job knowledge, and biodata),
three types of interviews (i.e., behavior description, situational,
and an experience and interest interview), and two assessment
center exercises (i.e., a leaderless group discussion and a case
analysis exercise). To our knowledge, several of these assessments
have not been previously studied for retest effects. Furthermore,
we explore these effects across large and demographically diverse
samples of actual job applicants (N � 7,031 for the written tests;
N � 2,060 for the performance tests).

Hypothesis Development

A number of possible causes of retesting effects have been
offered in the literature, some of which should vary between
demographic groups and therefore inform our hypotheses. Lievens
et al. (2005) delineated four main factors that could affect retest
effects. First, such effects could reflect change due to random
measurement error, which could result in higher or lower observed
scores upon retesting. Second, retest effects could reflect true
changes in the construct of interest, which also could result in
higher or lower test scores on retesting (although the typical
assumption is improvement with retesting; Lievens et al., 2005;
Raymond, Neustel, & Anderson, 2007). Third, retest effects could
reflect a criterion-relevant change in the observed score but no true
change in the construct of interest. This has the effect of reducing
or eliminating a deficit between the observed score and the true
score, making the observed score a better approximation of the true
score. Examples of this sort of change include a reduction in test
unfamiliarity or anxiety and/or an increase in test motivation or
self-efficacy (Hausknecht, Halpert, Harder, Kuljanin, & Moriarty,
2005). Finally, retest effects could reflect a criterion-irrelevant
change in the observed score (e.g., learning “tricks” or other forms
of artificial improvement) but no true change in the construct of
interest.

Some of these proposed factors are likely to vary between
demographic groups and therefore provide an a priori rationale for
making predictions about such differences in score improvement.
Most notably, there are theoretical arguments germane to how
criterion-relevant changes in observed scores (e.g., due to anxiety
or stress, test-taking motivation and self-efficacy), as well as true
changes in the construct of interest, might vary across race. These
are reviewed below, leading to our predictions for race-based
differences in score improvements.

Race Differences in Score Improvements

If an examination of race differences in retesting effects re-
vealed that minority (i.e., Black and Hispanic1) applicants show
larger score gains with retesting, this could be good news for
organizations concerned about adverse impact. However, available

1 Our race-based hypotheses focus on Whites versus Blacks and His-
panics, because these groups represent the largest racial groups in the
United States. In addition, Asian–White differences tend to be small and
typically do not lead to adverse impact against applicants of Asian descent
(Roth et al., 2001). However, to be comprehensive, we also report findings
for Asian applicants, although we do not offer a priori hypotheses about
these differences.
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theory, as well as empirical evidence from other research areas,
appears to support the opposite prediction: that White applicants
will show greater score increases with retesting, particularly on the
written tests. Two distinct arguments support this prediction, one
involving differences in test attitudes and one involving ability-
related score gains.

First, it has been suggested that testing attitudes, such as test
self-efficacy, test-taking motivation, and perceived validity, vary
between Black and White applicants (Chan, 1997; Chan &
Schmitt, 1997; Ryan, 2001); White applicants generally hold more
positive beliefs in these areas than minority applicants, particularly
for cognitively oriented tests (Arvey, Strickland, Drauden, & Mar-
tin, 1990; Chan, Schmitt, Sacco, & DeShon, 1998). It has been
further suggested that such differences may account for some of
the racial differences in test scores (see Ryan, 2001, for a review).
Thus, if “test attitudes can influence performance scores during
each administration, it is conceivable that those with more favor-
able attitudes may also gain more from practice than those with
negative attitudes” (Reeve & Lam, 2007, p. 229). In fact, Reeve
and Lam (2007) found that test score gains generally were posi-
tively associated with undergraduate test-taker beliefs about the
tests and their own motivation and ability to perform well on those
tests. Thus, this line of research suggests that White applicants,
because of their generally more favorable testing attitudes and
motivation, will show larger score gains with retesting than mi-
nority applicants.

Second, research also suggests that score gains vary as a func-
tion of differences in examinee ability. In support of a “rich get
richer” phenomenon (Rapport, Brines, Axelrod, & Theisen, 1997),
Kulik et al. (1984) found retest effects (d, uncorrected) of 0.17,
0.40, and 0.80 for examinees of low, medium, and high ability,
respectively. Higher ability candidates appear to improve more
upon retesting than lower ability candidates, possibly because
people with higher levels of cognitive ability tend to gain more
from experience than do people with lower levels of ability
(Jensen, 1998; Reeve & Lam, 2007). Because Whites tend to score
higher on measures of cognitive ability than Blacks and Hispanics
(Hough, Oswald, & Ployhart, 2001; Roth, BeVier, Bobko, Switzer,
& Tyler, 2001; Ryan, 2001), the implication is that we may find
larger score gains for White applicants. Thus, for both of the above
reasons, we generally expect larger score gains with retesting for
White applicants than for Black or Hispanic applicants.

Hypothesis 1: There will be larger score gains with retesting
for White applicants than for Black and Hispanic applicants.

These theoretical arguments and empirical findings about the
role of test attitudes and ability also suggest a further expectation:
that the differential retesting gains in favor of White applicants
will be greater on the written tests than on the performance tests.
This is because it is on written, standardized tests that the testing
attitude differences between Whites and minorities tend to be most
pronounced (Chan, 1997; Chan & Schmitt, 1997; Ryan, 2001). In
addition, these are the types of assessments on which differences
in cognitive ability might have the greatest impact. In fact, previ-
ous meta-analytic research has established that the closer a test
gets to job performance (moving from written tests to perfor-
mance-oriented tests, for example), the smaller the difference in
scores between Whites and Blacks or Hispanics. For example, the

White–Black and White–Hispanic d scores are 1.10 and 0.72 for
cognitive ability tests (Roth et al., 2001), 0.55 and 0.67 for job
knowledge tests (Roth, Huffcutt, & Bobko, 2003), 0.52 and 0.45
for work sample tests (Roth et al., 2003), and 0.27 and 0.04 for job
performance ratings (Roth et al., 2003; see also McKay &
McDaniel, 2006). These findings suggest that the differential abil-
ity advantage for White applicants may be more relevant for
written tests (which are further from job performance) than for
performance tests. Thus, we also predict the following:

Hypothesis 2: The differential retesting gains in favor of
White applicants will be greater on the written tests than on
the performance tests.

Age and Gender Differences in Score Improvements

Although our primary focus is on racial differences in retest
effects (because race represents the most common form of adverse
impact in selection contexts; Hough et al., 2001), many of the same
theoretical arguments noted above also apply to potential age and
gender differences in score improvements. In addition, age and
gender (like race) are protected classes for which there are some-
times score differences that could lead to differential selection
(e.g., Saad & Sackett, 2002), thus suggesting the practical impor-
tance of these demographic variables as well. As such, we also
examine age and gender differences in retest effects.

There is some evidence that both test-taking attitudes and mo-
tivation and ability-related differences may lead to differential
retesting gains by age group. With respect to test-taking attitudes
and motivation, it has been noted that older test-takers may have
less positive attitudes toward testing in general and their own
self-efficacy for doing well on tests, especially given that the bases
of motivation tend to change across the lifespan (e.g., older work-
ers tend to be less motivated by getting ahead and generative
motives; Ebner, Freund, & Baltes, 2006; Freund, 2006; Kanfer &
Ackerman, 2004). Ackerman, Beier, and Bowen (2002) noted that
as individuals transition into middle age and beyond, they tend to
see themselves as possessing lower ability for many tasks (espe-
cially those related to fluid intelligence, which is likely to be
relevant to many selection tests; see below). As such, they tend to
have a reduced interest in expending effort on such tasks (Kanfer
& Ackerman, 2004). In addition, some research has found evi-
dence of a small negative relationship between age and perceptions
of procedural fairness on selection tests, such that older applicants
tended to have somewhat lower perceptions of test fairness (see
Hausknecht et al., 2004). As argued above, if such test attitudes
and motivationally relevant self-perceptions can influence scores
during each test administration, it is likely that these attitudes can
also influence how much one gains between initial test and retest
(Reeve & Lam, 2007).

There is also evidence to suggest that skills and abilities related
to the likelihood of improving selection test performance, such as
test-taking skills and fluid intelligence, decline with age. Sarnacki
(1979, p. 264) noted that test-taking skills could be severely eroded
by the passage of time, such that talents acquired through test-
taking in high school and college could dissipate in older test-
takers, especially those lacking recent exposure to testing. Fluid
intelligence is the ability to think and reason abstractly and to solve
problems; it is generally considered independent of learning, ex-
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perience, and education (Cattell, 1987; Horn & Cattell, 1967). This
type of intelligence is likely to be important for performing well
and improving on selection tests, because many of these tests are
designed to measure capabilities independent of specific learning
and experiences and because test score improvement would re-
quire problem-solving about what went wrong on the initial test
and how to improve on the retest. It is important to note that fluid
intelligence peaks in adolescence and begins to decline progres-
sively beginning in the 30s and 40s (Horn & Cattell, 1967; Kanfer
& Ackerman, 2004; Schaie, 1996). Age-related declines in fluid
intelligence, combined with the possibility of less positive testing
attitudes and motivation in older test takers noted above, lead to an
overall expectation that older applicants (i.e., those 40 and over)
will demonstrate smaller retesting score gains than younger appli-
cants.

Hypothesis 3: There will be larger score gains for younger
applicants (i.e., less than 40) than for older applicants (i.e., 40
and older).

Regarding gender, the expectations for differential test score
improvements as a function of either ability-related or motiva-
tional and attitudinal differences are less clear. For example, there
does not appear to be consistent evidence for any ability-related
differences across the genders relevant to the selection tests used in
the current context (e.g., we do not examine a test of quantitative
ability, for which gender differences in ability or anxiety may be
more relevant, see Nguyen & Ryan, 2008). With regard to testing
attitudes, a recent meta-analysis examining applicant reactions to
selection tests and testing procedures found no evidence of gender
differences in such perceptions (see Hausknecht et al., 2004).

A few gender differences have been noted on some personality
variables relevant to test motivation. For example, Hough et al.
(2001) reported in their meta-analysis that women have somewhat
higher scores on conscientiousness (particularly the dependability
component of conscientiousness). However, these were relatively
small effects (uncorrected ds � –0.08 and –0.22, respectively). In
addition, in a large scale cross-cultural meta-analysis, Duehr, Jack-
son, and Ones (2004) concluded that any male–female differences
on the Big Five personality traits were small and, when aggregated
to the facet level, became negligible. Thus, because of the lack of
a strong evidence base or theoretical arguments for expecting
gender differences in either ability or testing attitudes and moti-
vation, we do not offer a specific hypothesis with respect to gender
differences in retesting score gains. Rather, we examine any gen-
der differences in retest effects in an exploratory fashion.

Method

Participants and Procedure

Study participants were applying for professional positions with
an agency of the U.S. government. These positions entailed work-
ing with the public, government officials, and the business com-
munity. Selected employees would work in one of several different
career paths, including general management and specialty areas.

Approximately 15,000 persons apply for these positions in a
given year. The first hurdle in the selection process includes a
battery of three written tests (described below) designed to pre-

screen candidates on the basis of minimum qualifications. This set
of tests is offered once a year. Approximately 40% of applicants
achieve a qualifying score on a composite of the written tests and
move on to the second stage of the process, which comprises three
interviews and two assessment center exercises (described below).
Approximately 25% pass the second hurdle composite and are
placed on a “hirable” list from which job offers are made. (We
subsequently refer to the first hurdle tests as the written tests and
the second hurdle tests as the performance tests.) Applicants are
allowed to retake the written tests and the performance tests.
However, if they fail the performance tests (after passing the
written tests), they must start at the beginning of the process and
retake the written tests before retaking the performance tests.

The data for this study were collected from six test administra-
tions. During this time, 7,031 applicants failed the written tests at
Time 1 and retook the tests 1 year later. These individuals made up
our written test sample. In addition, 2,060 applicants failed the
performance tests at Time 1, returned 1 year later to retake the
written tests, passed those tests, and then retook the performance
tests. For control purposes, we only examined score changes
between the initial test and the first retest. Further, to standardize
time lag, we only included applicants who had failed the test the
first time and who had taken the written retest 1 year after the
initial test. (The performance tests are not offered on a standard
schedule like the written tests are, but the average time-lag be-
tween initial performance test and the first retest was 1.3 years,
which is very similar to the 1-year lag for the written tests.) Note
that although the applicants in the performance test sample are also
in the written test sample (i.e., they are a subset of the written test
takers), we could not match applicants across the two samples
because of incomplete identifying information. Thus, analyses are
conducted separately on the two samples.

Table 1 provides demographic information for applicants in-
cluded in these two samples. In addition, applicants across the two
samples had a mean age of approximately 26 years; more than
90% had a bachelor’s degree, and approximately 50% also had
graduate or law degrees.

Description of Assessments2

Written tests. The three written tests included verbal ability,
job knowledge, and biodata tests. These tests were administered on
a single day in testing sessions that lasted a total of approximately
5 hr. The verbal ability test measured knowledge of correct gram-
mar and the organization, word usage, spelling, and punctuation
required for written reports and for editing the written work of
others. The job knowledge test measured knowledge on a number
of topics determined by a job analysis to be important for per-
forming the tasks in this position. Despite the existence of multiple
career paths, a single job knowledge test was used that assessed the
common aspects of this position across the five career paths. The
biodata test included items designed to measure job-related expe-
rience, skills, and achievements in school, work, and other areas.

2 Given test security issues and the high-stakes nature of this context (in
which applicants are extremely motivated to secure these positions), we
describe these assessments only in broad terms. Researchers interested in
more specific details (including the dimensions targeted in each assess-
ment) are encouraged to contact the authors.
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All three tests were administered in multiple choice formats with
between 70 and 100 items each. The internal consistency reliability
estimates (alpha) for the verbal ability, job knowledge, and biodata
tests were .90, .92, and .95, respectively.

Performance tests. The five performance tests included three
types of interviews (i.e., behavior description, situational, and an
experience and interest interview), a leaderless group discussion,
and a case analysis exercise. For the behavior description inter-
view, there were five to seven questions that asked candidates to
describe examples from their past experiences that demonstrated
the specific knowledge, skills, and abilities important for the job.
For the situational interview, there were six total questions (three
questions for each of two hypothetical job-relevant scenarios),
again designed to demonstrate the specific knowledge, skills, and
abilities important for the job. The experience and interest inter-
view assessed educational background, work experience, and mo-
tivation for and interest in the position using somewhat less struc-
tured questions. That is, interviewers chose one question from each
of three pairs of questions, for a total of three questions. Evaluation
of candidate responses in the experience and interest interview was
not based on specific dimensions as in the other two interviews but
rather on an overall evaluation.

In the leaderless group discussion, groups of three to six can-
didates received both common and unique information regarding a
set of proposals (with each candidate having to lobby for their
particular proposal) and were instructed to reach consensus on the
proposal. Finally, in the case analysis exercise, candidates were
asked to read and analyze a business case (approximately 10 pages
in length) and then write a memo detailing their analysis and
recommendations. Each of the performance tests lasted approxi-
mately 1 hour.

Candidate performance in each performance test was rated by
two assessors, both of whom were experienced in and knowledge-

able about the content of the job. In addition, all assessors received
2 days of intensive training on how to rate performance in these
assessments. Within each test, assessors rated candidates on mul-
tiple dimensions using behaviorally anchored scales. These ratings
were then averaged to create an overall performance score for each
candidate. We focus on the overall scores for each assessment, for
two reasons. First, the ratings in each performance test can be best
described by a single overall performance dimension, which is
common in both interviews and assessment centers (e.g., Lance,
2008; Sackett & Dreher, 1982; Van Iddekinge, Raymark, Eidson,
& Attenweiler, 2004). Second, the organization uses the mean test
scores, rather than the dimension scores, to make selection deci-
sions. The reliability estimates for performance test scores (aver-
aged across the two raters) appear in Table 2.

Test development. The tests were designed to be equivalent
across testing administrations, following best practices in test
construction and professional standards (e.g., Society for Industrial
and Organizational Psychology, 2003). For the written tests, there
is a detailed blueprint that dictates the test content (e.g., the
number of items per topic area). The process for item writing for
each administration is the same; each assessment undergoes the
same content validation process using subject matter experts from
the same population of job experts, and all new forms are exten-
sively pilot tested. In addition, item statistics are used for decisions
regarding item inclusion on each exam, thus helping to ensure
comparability in difficulty across different versions of the same
test. For the performance tests, there are multiple parallel versions
of each assessment. They are parallel with regard to number of
items, dimensions tapped, length, and reading level. As with the
written tests, the performance tests are also extensively reviewed
by subject matter experts and pilot tested.

To assess this equivalence, we compared scores for the Time 1
written and performance tests across each administration period.
The means and standard deviations were highly similar across
administrations, which helps rule out the possibility that any retest
effects we may observe are merely a function of differences in test
difficulty.

Feedback to applicants. With respect to feedback that appli-
cants received, they were told their composite score on both the
written and performance tests, as well as the cut score for each set
of tests. Thus, applicants knew how close they were to the overall
passing score. They were not told their scores on each specific
assessment, but they could ask in writing to see these separate
scores (typically only about 10% of these applicants make such a
request). To assess whether those applicants who decided to retest
were primarily clustered around the cut score, we examined fre-
quency distributions of composite scores for both the written and
performance tests. In both cases, although the distributions indi-
cated that a large number of retesters were within a few points of
the score cutoff, the majority (around two thirds in both cases)
were not.

Results

General Findings

We begin by discussing some general findings that emerged
from the analyses. Table 2 presents correlations between initial and
retest scores for all eight selection tests. There are two noteworthy

Table 1
Demographic Characteristics for Applicants in Written and
Performance Tests Samples

Characteristic

Written test sample
Performance test

sample

N % N %

Race
White 4,364 62.7 1,649 82.1
Black 898 12.9 65 3.3
Hispanic 793 11.4 125 6.2
Asian 904 13.0 171 8.5

Total 6,959 2,010
Gender

Male 4,143 58.9 1,336 65.0
Female 2,888 41.1 717 35.0

Total 7,031 2,053
Age

Under 40 5,785 82.3 1,740 85.7
40 and older 1,246 17.7 290 14.3

Total 7,031 2,030

Note. Race data were unavailable for 72 and 50 of the applicants from the
written tests and performance tests samples, respectively. Gender or age
data were unavailable for seven and 30 applicants, respectively, from the
performance tests sample.
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findings concerning these correlations. First, most of the correla-
tions between scores on the different tests were small to moderate
in magnitude (Cohen, 1988), ranging from –.14 between the job
knowledge test and biodata test (initial test), to .65 between the
behavior description interview and both the situational interview
and the experience and interests interview (retest). These generally
modest relationships provide justification for examining retesting
effects separately by test type. Second, initial test–retest correla-
tions for a given test ranged from .69 to .81 for the written tests and
from .23 to .30 for the performance tests. These correlations,
which do not approach unity, suggest the existence of individual
differences in score improvement over time (i.e., changes in rela-
tive order), particularly for the performance tests. We return to the
practical implications of such differences in the Discussion.

Table 3 presents descriptive statistics and observed and cor-
rected retest effects (i.e., d, the standardized mean difference
between initial and retest scores) across all applicants for the
written and performance test samples. We used a within-persons
design (i.e., repeat applicants only) to test our hypotheses and
research questions because between-subject designs that compare
one-time applicants to retesting applicants can be difficult to
interpret given changes in applicant pool characteristics (e.g.,
quality, size) and selection rates across test occasions (Lievens et
al., 2005). The potential for differential drop-out rates across
applicant subgroups (Schmit & Ryan, 1997) also can complicate
the interpretation of one-time versus retest comparisons.

Observed retest effects ranged from 0.07 to 0.42 across the eight
tests, with an overall mean of 0.12. The verbal ability test had the
smallest observed retest effect (d � 0.07). Larger retest effects
were found for the situational interview and case analysis exercise
(both ds � 0.12), the experience and interest interview (d � 0.14),
and the job knowledge test and behavior description interview

(both ds � 0.15). The largest observed retest effects were found
for the biodata test (d � 0.30) and the leaderless group discussion
(d � 0.42). These results are consistent with prior research show-
ing that, in general, applicants improve their test scores upon
retesting. At the same time, they again suggest the importance of
examining retesting effects separately by test type, as the magni-
tude of score improvement varied by test. Later in the article we
report results of some supplementary analyses that may shed light
on this pattern of retest effects across test type.

Table 3 also lists retest effects corrected for range restriction and
measurement error (unreliability). The specific statistical artifacts
that can influence retest effects and the manner in which they
should best be addressed have received little attention in the
retesting literature. This is particularly true for the issue of range
restriction (see Lievens et al., 2005). Although range restriction
would be a potential issue in any retesting situation, the multiple-
hurdle design of our study required that we give considerable
thought to this issue.3 In the Appendix, we provide a detailed
description of and rationale for our approach to correcting for
range restriction, including why we report effects corrected for
range restriction for the performance tests but not for the written
tests.

As can be seen in Table 3, correcting for range restriction
increased the retest effects for some of the performance tests
(e.g., the behavior description interview) but decreased the
effects for others (e.g., the case analysis exercise). One reason
for this is that range restriction can affect both the numerator of

3 We thank Huy Le and Paul Sackett for their invaluable assistance in
thinking through the logic and computation of the range restriction cor-
rections.

Table 2
Observed Correlations Between Initial and Retest Scores

Test occasion/assessment 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Initial scores for written tests
1. Verbal ability test .90
2. Job knowledge test .57 .92
3. Biodata test �.07 �.14 .95

Retest scores for written tests
4. Verbal ability test .81 .58 �.04 .90
5. Job knowledge test .59 .71 �.09 .62 .92
6. Biodata test .04 �.02 .69 .07 .02 .95

Initial scores for performance tests
7. Behavior description interview .04 .06 .11 .03 .02 .09 .84
8. Situational interview .04 .08 .03 .03 .06 .01 .62 .86
9. Experience and interest interview .02 .00 .07 �.01 .00 .06 .57 .49 .83

10. Leaderless group exercise .11 .06 �.03 .10 .07 �.03 .15 .14 .13 .87
11. Case analysis exercise .21 .16 �.10 .20 .12 �.10 �.04 �.02 �.08 .06 .85

Retest scores for performance tests
12. Behavior description interview .03 �.02 .07 .07 �.04 .10 .30 .20 .19 .12 .04 .90
13. Situational interview .06 .03 �.01 .09 .04 .03 .23 .25 .16 .18 .05 .65 .89
14. Experience and interest interview .05 �.04 .04 .09 �.02 .07 .24 .17 .26 .13 .04 .65 .59 .87
15. Leaderless group exercise .14 .06 �.05 .18 .05 .01 .17 .13 .09 .23 .12 .32 .32 .32 .91
16. Case analysis exercise .23 .13 �.07 .19 .11 �.03 .15 .14 .06 .14 .23 .23 .27 .24 .37 .92

Note. N � 7,031 for correlations among the written tests, and 2,060 for correlations among the performance tests and between the written tests and the
performance tests. Correlations of an absolute value of .04 and larger are statistically significant, p � .05 (two-tailed). Reliability estimates are listed on
the diagonal. Estimates for the written tests are coefficient alphas, whereas estimates for the written tests are intraclass correlation coefficients (C, k;
McGraw & Wong, 1996).
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d values (i.e., the mean differences) and the denominator (i.e.,
the standard deviations). As a result, the cumulative effect of
the corrections can be difficult to predict. For example, the
corrections sometimes lowered the Time 1 mean on the perfor-
mance tests (which, all things being equal, increases d) but
simultaneously increased the variance in scores (which, all
things being equal, decreases d). Thus, unlike correcting valid-
ity correlations for range restriction—which almost always
increases the correlations— correcting retest effects for range
restriction may not always increase the observed effects.

Tests of Hypotheses

Table 4 presents observed retest effects by applicants’ demo-
graphic subgroup. Our hypotheses concerned whether candidates
from certain subgroups improved more upon retesting than did
other candidates. We tested these hypotheses via multiple regres-
sion analyses, whereby Time 2 test scores were regressed on Time
1 scores and a dummy-coded variable that reflected candidates’
standing on the demographic variable of interest. A statistically

significant beta weight for the demographic variable provides
evidence that there are demographic differences in retesting score
gains. Results from these analyses are given in Table 5.

Hypothesis 1 predicted that there would be larger score gains
with retesting for White applicants than for minority (Black and
Hispanic) applicants. As Table 5 indicates, this hypothesis was
supported for all three of the written tests. As the associated retest
effects in Table 4 show, Whites demonstrated significantly larger
retesting score gains on the verbal ability test (d � 0.12) compared
with Blacks (d � 0.04), Hispanics (d � 0.06), and Asians (d �
0.04). Similar patterns were obtained for both the job knowledge
test and the biodata test (see Tables 4 and 5).

With regard to the performance tests, Table 5 indicates that the
only performance test on which Whites showed significantly larger
retesting score gains was the case analysis, where they showed
larger gains than Hispanics (ds � 0.11 vs. 0.07, respectively). In
fact, on the three interviews the pattern was reversed in several
comparisons, with Blacks showing significantly larger retesting
gains than Whites on each of the three interviews. Further, Asians

Table 3
Descriptive Statistics and Retest Effects Across All Applicants in Written and Performance Tests Samples

Sample/assessment N

Time 1 scores Time 2 scores Retest effects

M SD M SD d dc1 dc2

Written test sample 7,031
Verbal ability test 47.73 10.20 48.49 10.48 0.07 0.08
Job knowledge test 46.80 9.27 48.17 9.49 0.15 0.15
Biodata test 45.63 8.74 48.46 9.91 0.30 0.31

Performance test sample 2,060
Behavior description interview 5.07 0.54 5.16 0.59 0.15 0.27 0.30
Situational interview 4.85 0.60 4.92 0.63 0.12 0.20 0.22
Experience and interest interview 5.15 0.57 5.23 0.65 0.14 0.16 0.18
Leaderless group exercise 4.64 0.53 4.88 0.58 0.42 0.40 0.44
Case analysis exercise 4.53 0.67 4.61 0.73 0.12 0.05 0.05

Note. d � observed standardized mean difference [(MTime 2 � MTime 1)/SDpooled]; dc1 � d corrected for indirect range restriction due to preselection on
the written tests; dc2 � d corrected for range restriction and measurement error (estimated using alpha coefficients for the written tests and interrater
coefficients for the performance tests) in Time 1 scores. Written test scores were not corrected for range restriction (see the Appendix for a detailed
explanation of the range restriction corrections).

Table 4
Observed Retest Effects by Applicant Subgroup and Overall in Written and Performance Test Samples

Subgroup

Written test sample Performance test sample

VA JK BIO BDI SI EI LG CA

White 0.12� 0.21� 0.37� 0.14� 0.12� 0.14� 0.43� 0.11�

Black 0.04 0.08� 0.17� 0.25� 0.34� 0.32� 0.37� 0.26�

Hispanic 0.06� 0.10� 0.22� 0.09 0.02 0.00 0.40� 0.07
Asian 0.04 0.08� 0.24� 0.21� 0.21� 0.27� 0.43� 0.15
Male 0.08� 0.13� 0.31� 0.10� 0.09� 0.10� 0.40� 0.02
Female 0.07� 0.18� 0.30� 0.23� 0.18� 0.24� 0.47� 0.31�

Under 40 0.10� 0.18� 0.33� 0.18� 0.16� 0.19� 0.44� 0.12�

40 and older 0.01� 0.03 0.19� �0.06 �0.09 �0.08 0.32� 0.09
All applicants 0.07� 0.15� 0.30� 0.15� 0.12� 0.14� 0.42� 0.12�

Note. VA � verbal ability test; JK � job knowledge test; BIO � biodata test; BDI � behavior description interview; SI � situational interview; EI �
experience and interests interview; LG � leaderless group exercise; CA � case analysis exercise. Statistics reflect d values uncorrected for range restriction
or measurement error.
� Mean difference associated with d (Time 2 � Time 1) is statistically significant, p � .05 (two-tailed).
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showed significantly larger retesting gains than Whites on the
experience and interests interview.

Overall, support for Hypothesis 1 was consistent across the three
written tests, indicating that Whites demonstrated significantly
larger score gains on each of those tests compared with both
Blacks and Hispanics (and Asians). In addition, the fact that this
pattern did not hold for the performance tests provides support for
Hypothesis 2, which predicted that the differential retesting gains
in favor of White applicants would be greater on the written tests
than on the performance tests. In fact, in some instances (namely,
the interviews), minority applicants (particularly Blacks) showed
significantly larger increases with retesting compared with White
applicants.

Hypothesis 3 predicted that there would be larger score gains for
applicants under 40 than for applicants 40 and over. As Table 5
indicates, this hypothesis was supported across all eight tests.
Applicants under 40 showed significantly larger score gains than
those over 40 on the verbal ability test, the job knowledge test, the
biodata test, the three interviews, the leaderless group discussion,
and the case analysis exercise (all ps � .05). Differences in retest
effects between the younger and older applicants ranged from ds of
0.10 versus 0.01, respectively, for the verbal ability test to 0.19
versus –0.08, respectively, for the experience and interest inter-
view (see Table 4).

We also explored possible differences in retest effects with
respect to gender. As Table 5 indicates, there were no significant

gender effects on any of the written tests. Thus, for those tests, it
appears that men and women gain approximately the same amount
with retesting. However, an interesting and consistent pattern
emerged across the performance tests. For all five of these tests,
women showed significantly larger score gains with retesting
compared with men. The differences in retest effects between
women and men ranged from ds of 0.47 versus 0.40, respectively,
for the leaderless group discussion, to 0.31 versus 0.02, respec-
tively, for the case analysis exercise (see Table 4).

Supplemental Analyses

The pattern of differences in retest effects by test type raises the
important question of what it is about these various tests that can
explain (a) why some tests (e.g., biodata and the leaderless group
discussion) reveal larger retesting gains than others (e.g., verbal
ability) and (b) why demographic differences in these gains appear
to vary across test type (e.g., Whites have a retesting advantage
primarily on written tests; women have a retesting advantage only
on performance tests). We undertook a post hoc examination of
several possibilities, based on the notion that selection tests (in-
cluding the ones used here) vary in a number of ways that might
help explain our pattern of observed results. In interpreting these
results, however, it is important to emphasize that they are pre-
liminary in nature and primarily intended to stimulate future re-
search.

Table 5
Results of Multiple Regression Analyses Testing the Effects of Applicant Demographics on Retest Score Improvement

Assessment/predictor

White–Black White–Hispanic White–Asian Gender Age

B SE � B SE � B SE � B SE � B SE �

Verbal ability test
Time 1 scores 0.80 0.01 .78 0.80 0.01 .78 0.80 0.01 .78 0.83 0.01 .81 0.80 0.01 .78
Demo variable 2.41 0.24 .08� 1.45 0.24 .04� 1.58 0.23 .05� �0.14 0.15 �.01 2.28 0.20 .08�

Job knowledge test
Time 1 scores 0.69 0.01 .67 0.69 0.01 .67 0.69 0.01 .67 0.72 0.01 .71 0.72 0.01 .70
Demo variable 2.93 0.25 .10� 2.22 0.26 .07� 2.23 0.24 .08� 0.41 0.16 .02 2.02 0.21 .08�

Biodata test
Time 1 scores 0.78 0.01 .69 0.78 0.01 .69 0.78 0.01 .69 0.78 0.01 .69 0.78 0.01 .69
Demo variable 1.48 0.26 .05� 0.98 0.28 .03� 0.71 0.26 .02� �0.06 0.17 .00 1.13 0.22 .04�

BD interview
Time 1 scores 0.32 0.02 .30 0.32 0.02 .30 0.32 0.02 .30 0.31 0.02 .29 0.32 0.02 .29
Demo variable �0.14 0.07 �.04� �0.02 0.05 �.01 �0.03 0.05 �.01 �0.14 0.03 �.11� 0.08 0.04 .05�

S interview
Time 1 scores 0.26 0.02 .25 0.26 0.02 .25 0.26 0.02 .25 0.26 0.02 .25 0.26 0.02 .25
Demo variable �0.17 0.08 �.05� 0.06 0.06 .02 �0.01 0.05 �.01 �0.11 0.03 �.08� 0.09 0.04 .05�

EI interview
Time 1 scores 0.29 0.02 .25 0.29 0.02 .25 0.29 0.02 .25 0.28 0.02 .25 0.29 0.02 .26
Demo variable �0.18 0.08 �.05� �0.01 0.06 �.00 �0.14 0.05 �.06� �0.15 0.03 �.11� 0.13 0.04 .07�

Leaderless group
Time 1 scores 0.25 0.02 .23 0.25 0.02 .23 0.25 0.02 .23 0.25 0.02 .23 0.25 0.02 .23
Demo variable �0.02 0.07 �.01 0.06 0.05 .02 0.01 0.05 .01 �0.07 0.03 �.06� 0.09 0.04 .05�

Case analysis
Time 1 scores 0.22 0.02 .21 0.22 0.02 .21 0.22 0.02 .21 0.25 0.02 .23 0.23 0.02 .21
Demo variable 0.05 0.09 .01 0.27 0.07 .09� 0.00 0.06 .00 �0.19 0.03 �.12� 0.10 0.04 .05�

Note. BD � behavior description; S � situational; EI � experience and interests; Demo variable � relevant demographic variable. Regression
coefficients for all Time 1 scores are statistically significant ( p � .05). Demographics were coded such that positive regression coefficients reflect larger
score improvement for majority group applicants (i.e., Whites, Males, and those under 40 years of age). All three racial group comparisons were included
in a single regression model, and thus the statistics for Time 1 scores are the same across the relevant columns.
� p � .05 (two-tailed).
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We identified five features on which these tests differ that might
be relevant to retest effects in general and/or to demographic
differences in retest effects in particular. These features include the
extent to which the test is (a) g-loaded (i.e., cognitive ability
loaded), with the rationale being that g-loaded tests should show
minimal score changes over time because ability is a relatively
stable individual difference (Lievens et al., 2005); (b) novel, with
the rationale being that larger score gains may be obtained with
more novel tests, because there is more to be learned from the first
exposure to a more novel test than a less novel test; (c) fakeable,
with the rationale being that tests that are more fakeable might
show larger improvements with retesting, because score gains on
such tests could be due to deliberate response distortion rather than
(or in addition to) true improvement on the construct of interest;
(d) based on identical versus parallel forms across administrations,
with the rationale being that identical tests generally show larger
improvement with retesting than parallel tests (Hausknecht et al.,
2007); and (e) sign- versus sample-oriented (Schmitt & Ostroff,
1986; Wernimont & Campbell, 1968), given the argument pre-
sented earlier that the differential retesting gains in favor of White
applicants may be smaller for samples (i.e., tests closer to job
performance) than for signs.

To empirically assess whether these five test features could explain
the pattern of retest effects obtained across demographic groups and
tests, we first independently rated each of the eight tests on each of
these five dimensions using 3-point scales (low, medium, high) for all
of the dimensions except identical versus parallel, which was dichot-
omous. The mean intraclass correlation coefficient (C, k) across these

ratings was .89. We then averaged the ratings across the four raters to
obtain a mean score on each dimension for each of the eight tests.
These scores are reported in the top half of Table 6.

To assess whether these dimensions could explain variance in
retest effects across the tests, we computed correlations between
these dimension ratings and the retest effects (d) across the eight
tests. These correlations are presented in the bottom half of Table
6 for both the overall ds and the ds for each demographic sub-
group. Two points should be kept in mind when interpreting these
results. First, these correlations are based on only eight data points
(one for each test). Second, the performance tests sample is a
subset of the written tests sample. Thus, the retest effects for the
three written tests and five performance tests are based on over-
lapping but different samples.

As Table 6 shows, ratings of novelty (r � .65), g-loading (r �
–.46), sign–sample (r � .42), and fakeability (r � .36) were
correlated with the overall retest effects. This suggests that larger
retest score gains overall were observed with more novel tests, less
g-loaded tests, sample-based tests, and more fakeable tests. How-
ever, as expected, these relationships also differed somewhat
across demographic subgroups, suggesting that these test dimen-
sions may better explain the pattern of retest effects for some
groups than for others. As one example, consider the novelty
dimension. Although the overall correlation suggests that the nov-
elty of a test may be positively related to test score gains for all
groups (with larger gains seen for more novel tests), the subgroup
correlations are notably larger for women than for men (rs � .83
vs. .48) and for those over 40 compared with those under 40 (rs �

Table 6
Results of Supplemental Analyses Relating Assessment Dimensions to Retest Effects

Assessment

Assessment dimension mean ratings

Novelty Sign–sample g loading Fakeability Parallel vs. identical forms

Verbal ability test 1.00 1.25 3.00 1.00 1
Job knowledge test 1.25 1.50 3.00 1.00 1
Biodata test 2.50 1.25 1.00 3.00 2
Behavior description interview 1.75 2.00 1.75 2.00 1
Situational interview 1.75 2.00 2.00 2.00 1
Experience and interests interview 1.00 1.50 1.00 2.75 2
Leaderless group exercise 3.00 3.00 1.75 1.75 1
Case analysis exercise 3.00 2.75 2.25 1.25 1

Correlations between assessment dimension ratings and retest effects effects (d)

Candidate group Novelty Sign–sample g loading Fakeability Parallel vs. identical forms

All candidates .65 .42 �.46 .36 .19
White candidates .54 .21 �.36 .32 .25
Black candidates .45 .67 �.61 .45 .08
Hispanic candidates .66 .46 �.19 .08 �.05
Asian candidates .54 .55 �.71 .56 .26
Male candidates .48 .20 �.40 .37 .24
Female candidates .83 .73 �.51 .30 .12
Under 40 candidates .56 .34 �.50 .43 .26
40 and over candidates .75 .45 �.13 .01 .02

Note. The first four dimensions were rated on a 3-point scale, with higher numbers indicating tests were more novel, more sample-like, more g-loaded,
and more fakeable. For the fifth dimension, 1 � parallel forms and 2 � identical forms used across administrations. The rs at the bottom of the table are
zero-order correlations between assessment dimension ratings and retest effects (d) across the eight tests (thus N � 8), computed for both all candidates
and each demographic subgroup (corresponding d values are listed in Table 4).
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.75 vs. .56). In other words, the novelty of the test appears more
important in explaining retest effects across tests for these minority
applicants than for their majority counterparts. Another example is
provided by the sign–sample dimension. Although the overall
correlation of .42 suggests that larger score gains are observed for
more sample-based (as opposed to sign-based) tests, the correla-
tions are notably larger for racial minorities (Black, Hispanic, and
Asian applicants) than for White applicants, and for female appli-
cants compared with male applicants.

Discussion

In this article we sought to examine retest effects across a wide
range of assessments to answer the important question of whether
different demographic groups show differential levels of score
improvement. Supporting the relevance of exploring such differ-
ences, Hausknecht et al.’s (2007) meta-analysis revealed evidence
of significant heterogeneity in retest effects across studies, sug-
gesting the existence of moderators (earlier reviews by Kulik et al.,
1984, and Sackett et al., 1989 reached similar conclusions). In
addition, Reeve and Lam (2007) found significant variance in
score gains across people and tests even within the same setting,
leading them to encourage more research on relations between
examinee characteristics and retest effects. Although there may be
multiple characteristics responsible for such heterogeneity, we
focused on demographic variables, given the important practical
and legal implications noted previously (i.e., adverse impact) as
well as emerging theoretical arguments about the role of test
attitudes and ability in retest effects. With this focus as a backdrop,
we summarize the four primary conclusions of our study and their
corresponding contributions to the literature.

Race Differences in Retesting Effects

First, we examined whether retesting effects differed across
racial groups, given the obvious implications for adverse impact.
That is, if minority applicants improve more with retesting, it
suggests that retesting programs may have the added benefit of
reducing adverse impact. On the other hand, if White applicants
improve more with retesting, such policies might exacerbate levels
of adverse impact. Ployhart and Holtz (2008) recently discussed
retesting policies in their review of strategies designed to reduce
racial and gender-based adverse impact. Although they concluded
that such policies were not effective in reducing adverse impact,
the only available empirical study on which this conclusion was
based is a conference paper (Sin, Farr, Murphy, & Hausknecht,
2004) that used a between-subjects design (see Lievens et al.,
2005). In addition, the possibility that Whites could show larger
increases with retesting has not been addressed.

Our results show that Whites did, in fact, evidence significantly
larger score improvements with retesting than Blacks and Hispan-
ics on a number of selection tests, including tests of job knowl-
edge, biodata, and verbal ability. Whites also showed significantly
larger score improvements than Hispanics on the case analysis
exercise. For the interviews, however, the pattern was reversed,
with Blacks showing significantly larger retesting gains than
Whites on each of the three interviews.

This pattern of findings supports our race-based hypotheses and
suggests that differences in both ability and testing attitudes and

beliefs are viable theoretical explanations for racial differences in
retest effects. The fact that the differential gains of Whites over
minorities were more pronounced with the written tests further
supports the viability of both theoretical explanations, given that it
is the written tests for which (a) negative testing attitudes on the
part of minorities would likely be most salient and (b) g-saturation
is greatest, leading to the differential ability advantage for White
applicants. It is important that both theoretical processes are likely
to be manifest in many employee selection contexts, suggesting
there is good reason to believe these demographic differences in
retesting gains may generalize across organizations and jobs. Al-
though we could not directly examine the role of either of these
theoretical explanations in this study, we point to them as two
viable areas for future research to examine.

Age Differences in Retesting Effects

Second, we predicted that retesting effects would also differ
across age groups (under 40 vs. 40 and over). We found consistent
support for this hypothesis, in that applicants under the age of 40
demonstrated significantly larger score gains, compared with those
40 and older, on all eight tests. This finding may be due to the
possibility that older test takers have less positive attitudes toward
testing in general and their own self-efficacy for doing well on
tests (e.g., Ackerman et al., 2002; Hausknecht et al., 2004), and/or
age-related declines in test-taking skills (Sarnacki, 1979) and fluid
intelligence (Kanfer & Ackerman, 2004; Schaie, 1996). It is im-
portant to note that the theoretical role of fluid intelligence applies
to both performance tests and written tests. Fluid intelligence is the
ability to think and reason abstractly and to solve problems; it is
generally considered independent of learning, experience, and
education (Cattell, 1987; Horn & Cattell, 1967). This is likely to be
important for improving on all selection tests, particularly those
that have not been previously encountered by applicants. Again,
future research should attempt to isolate the importance of these
two theoretical processes (i.e., age-related changes in testing mo-
tivation and fluid intelligence) in age differences in retesting score
gains. Given the robust pattern of findings and the associated
implications for age-related adverse impact (which we demon-
strate under Practical Implications below), this is certainly an area
worthy of further study.

Gender Differences in Retesting Effects

Third, we found that the size of retesting score gains also
differed on the basis of gender, such that women showed signifi-
cantly larger score gains with retesting than men on all five
performance tests. These findings were somewhat unexpected in
that there was no strong empirical evidence base or theoretical
arguments for expecting gender differences in either ability or
testing attitudes or motivation.

One possible contributing factor might be related to gender
differences in receptivity to feedback. Being told that one has
failed a selection test (as the retesters in the current study were)
constitutes negative feedback, and research has shown that women
tend to react more positively than men when they receive negative
feedback and are also more likely to make use of that feedback
(Johnson & Helgeson, 2002). For example, women tend to per-
ceive such feedback as being more accurate and as providing more
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useful information about themselves (Roberts & Nolen-Hoeksema,
1989, 1994). Research further suggests that women may be more
likely to attribute failure (e.g., on a selection test) to internal rather
than external factors (e.g., Boggiano & Barrett, 1991; Hirshy &
Morris, 2002), which in turn may influence how they approach
subsequent test attempts. The fact that in the current study we saw
differential retesting gains by women only on the performance
tests suggests that it may be these more “novel” tests in which an
applicant’s feedback orientation is important for determining sub-
sequent test improvement. This is admittedly speculative, but the
possible role of gender differences in feedback orientation should
be examined in future retesting research.

Retesting Differences Across Type of Assessment

Fourth, we found that retesting effects differed by type of
assessment, both overall retest effects (see Table 3) and differential
improvement across race and gender subgroups (see Table 4).
Regarding the overall retest effects, the largest effects were ob-
tained for the biodata test and the leaderless group discussion, and
the smallest effects were obtained for the verbal ability test. Our
supplemental analyses suggest that this may be due to the possi-
bility that more novel and more fakeable tests show larger retest
gains, whereas more g-loaded tests show smaller retest gains.
Regarding how race and gender differences varied across type of
assessment, the pattern of findings showed larger score gains for
White applicants on the verbal ability, job knowledge, and biodata
tests, but not on the performance tests. Female applicants’ differ-
ential improvement, on the other hand, was limited to the perfor-
mance tests.

Thus, at a general level, our results suggest that retesting effects
are not homogeneous across selection tests. Conceptually, there
are likely to be different mechanisms underlying retesting im-
provement across these tests (e.g., actual improvement vs. learning
of testing tricks or faking). More research is clearly needed to
understand how (and why) retest effects vary across assessments,
but in the short term, the current results suggest that researchers
should avoid making global statements about retesting and instead
confine their conclusions to retest effects on specific assessments.
Similarly, our results provide little evidence for the existence of
any general “retesting skill,” as correlations between applicants’
score improvements across different assessments were all less than
.20. In short, it does not appear that some people are simply better
retesters across the board than others.

Finally, our supplemental analyses suggested that a number of
dimensions along which selection tests vary (i.e., novelty, sign–
sample, g loading, and fakeability) may influence retest effects in
general as well as demographic differences in these effects. For
example, not only were novelty and the extent to which tests were
sample- as opposed to sign-based positively related to overall
score gains but also the influence of these factors appeared to be
stronger for some minority groups than for the majority groups.
With regard to novelty, the positive association between novelty
and retest improvement suggests the existence of criterion-relevant
changes, whereby a deficit between the observed score and true
score at Time 1 (e.g., due to test unfamiliarity or anxiety or stress)
is reduced at retesting (Hausknecht et al., 2005; Lievens et al.,
2005). It also is interesting to reflect on how this dimension might
interact with demographics. Our very preliminary results suggest

that with more novel tests, initial test scores may be more deficient
indicators of true levels of performance for some minority groups.
Thus, allowing retesting might be particularly appropriate with
more novel tests (e.g., the leaderless group discussion and case
analysis exercise in our study). These possibilities suggest some
interesting directions for future retesting research.

Practical Implications

The results of this study have a variety of implications for
practice. First, the overall retest effects we discovered could have
a notable impact on individual selection decisions. To illustrate,
we used hypothetical yet realistic selection ratios of .10, .25, and
.50 (e.g., Collins & Morris, 2008) to determine the extent to which
the same set of applicants would (or would not) be selected using
their initial scores versus their retest scores. For a unit-weighted
composite of the written tests, between 15% and 23% of applicants
would experience different selection decisions across the two
testing occasions under these selection scenarios. The differences
were even more severe for selection on a composite of the perfor-
mance tests, such that between 16% and 39% of applicants would
be selected on one occasion, but not on the other.

The differential test score improvements we observed across
applicant subgroups also may have notable practical implications,
particularly with regard to adverse impact. To illustrate this, we
used the same three hypothetical selection ratios as above to
determine what adverse impact ratios would be for initial versus
retest scores on both the written and performance tests with respect
to each of four subgroup comparisons: White–Black, White–
Hispanic, male–female, and under 40–40 and older. Results of
these analyses are presented in Table 7. Negative values in the
table indicate that the adverse impact ratio was smaller upon
retesting, which means that the disparity between majority and
minority group selection ratios was greater upon retesting (and
therefore more problematic from an adverse impact perspective).

For the written tests, there were nine sets of analyses (i.e., three
tests by three selection ratios) for each subgroup comparison (see
top half of Table 7). With the exception of gender differences on
the job knowledge test, adverse impact ratios favoring majority
group applicants tended to worsen upon retesting for all subgroup
comparisons at all three selection ratios. This effect was the
strongest and most consistent for comparisons involving White
and Black applicants, such that on average, adverse impact ratios
worsened by 0.31 upon retesting.

For the performance tests, there were 15 sets of analyses (i.e., five
tests by three selection ratios) for each subgroup comparison (see
bottom half of Table 7). Analysis of changes in adverse impact ratios
on these tests revealed a more mixed pattern of results. The pattern of
results for comparisons between White and Hispanic applicants
and between applicants under 40 and 40 and older was similar to
the pattern of results for the written tests noted above, such that
adverse impact ratios (favoring Whites and younger applicants)
worsened with retesting. However, the opposite occurred for com-
parisons between White and Black applicants and between male
and female applicants. Specifically, initial adverse impact ratios
favoring the minority groups (i.e., Blacks and women) tended to
improve upon retesting.

The above results illustrate that even seemingly small differen-
tial retest effects (which in our case tended to favor majority
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groups for the written tests and some minority groups for the
performance tests) can influence adverse impact, which, in turn,
can have consequences for diversity and legal defensibility. In
addition, changes in adverse impact ratios from initial test to retest
tended to be largest at lower selection ratios (the mean absolute
changes in adverse impact across tests and groups were .26, .18,
and .19 for the selection ratios of .10, .25, and .50, respectively),
which suggests that retesting policies may have the greatest influ-
ence on adverse impact in highly competitive selection contexts. In
addition, we note that differential drop-out rates across racial
groups (Schmit & Ryan, 1997), which we do not consider here,
could further exacerbate changes in adverse impact with retesting.

Limitations and Directions for Future Research

We conclude by noting some potential limitations of the current
study, as well as some possible directions for the future. First, our

sample primarily comprised highly educated candidates applying
for relatively high-level “knowledge work” positions. Although
one could view this as a strength from a contribution perspective
(extending previous retesting findings to a new context), it could
be simultaneously viewed as a limitation from a generalizability
perspective. Thus, future research should continue to examine
retesting effects on actual job applicants, across a variety of jobs.
Second, special attention should be paid to including diverse
samples in future retesting research. Although our samples were
relatively diverse, the number of Black applicants retaking the
performance tests was relatively small (n � 65).

Third, although we examined a larger range of selection tests
than previous retesting research has examined, it was not an
exhaustive list. For example, with the exception of the biodata test,
none of the assessments we examined were likely to be highly
susceptible to applicant response distortion. Thus, future research
might incorporate assessments such as personality inventories and
integrity tests along with more objective tests to investigate the
extent to which impression management processes might help
explain the pattern of retest effects across assessments.

Fourth, although we offered preliminary theoretical explanations
for the demographic differences in retest effects (including differences
in ability, testing attitudes and motivation, and receptivity to feed-
back), we did not measure these constructs and thus could not directly
assess their potential influence. A critical need for future research is to
incorporate direct measures of these potential processes in order to
isolate the why of retest effects, including why there may be demo-
graphic differences in such effects. In the meantime, we see value in
having specifically identified several theoretically relevant variables
here, to help guide this future research. It is important to note that, as
our discussion shows, there is no reason to believe that the same
theoretical explanation would apply across demographic groups. That
is, differences in ability, testing attitudes and motivation, and feed-
back orientation may be differentially relevant for explaining race
versus age versus gender differences in retesting effects. In short, “one
size does not [necessarily] fit all” when it comes to explaining demo-
graphic differences in retesting score improvements.

Fifth, we did not have access to performance data on applicants
who ultimately were selected. Thus, we were unable to assess the
effects of retesting on criterion-related validity. In fact, we are not
aware of any published studies examining how retesting affects the
prediction of actual job performance in job applicant settings. The
results of such research have obvious implications for retesting
policies, and the lack of validity research represents a critical gap
that future research needs to address. We also did not address the
question of who retests in the first place. It would be interesting for
future research to identify applicant (e.g., demographic and per-
sonality variables) and test score (e.g., how close the score is to the
cutoff) characteristics that predict the decision to retest.

A final area for future research involves the need to examine
other characteristics responsible for heterogeneity in retest effects
beyond the demographic characteristics studied here. Some possi-
ble candidates for further study include the extent to which appli-
cants are motivated to be selected and relevant personality char-
acteristics such as achievement motivation or conscientiousness.
However, given the current findings, we reiterate the need to
specify and research for what types of tests these other character-
istics would be relevant.

Table 7
Hypothetical Changes in Adverse Impact Ratios Based on Initial
Test Scores and Retest Scores

Assessment/selection
ratio

White–
Black

White–
Hispanic

Male–
female

Under 40–40
and older

Verbal ability test
.10 �0.09 0.05 �0.00 �0.01
.25 �0.01 �0.00 �0.06 �0.01
.50 �0.01 �0.01 �0.04 �0.02

Job knowledge test
.10 �0.37 0.01 0.08 �0.24
.25 �0.45 �0.01 0.08 �0.17
.50 �0.48 �0.04 0.06 �0.07

Biodata test
.10 �0.64 �0.50 �0.16 �0.32
.25 �0.31 �0.17 �0.11 �0.18
.50 �0.10 �0.07 �0.05 �0.03

Written tests overall �0.31 �0.01 �0.04 �0.07
BD interview

.10 �0.18 0.52 0.30 �0.50

.25 �0.28 0.07 0.12 �0.25

.50 0.08 �0.20 0.12 �0.20
Situational interview

.10 0.70 �0.38 0.40 �0.37

.25 0.02 �0.33 0.16 �0.29

.50 0.12 �0.11 �0.03 �0.08
EI interview

.10 0.48 �0.02 0.15 �0.30

.25 0.47 �0.12 0.14 �0.22

.50 0.16 �0.10 0.01 �0.12
Leaderless group exercise

.10 �0.05 �0.46 �0.09 �0.24

.25 0.15 �0.13 0.28 0.11

.50 0.15 �0.10 0.09 0.01
Case analysis exercise

.10 0.36 0.25 0.17 0.07

.25 0.37 �0.25 0.43 0.05

.50 0.29 �0.06 0.28 0.05
Performance tests overall 0.15 �0.11 0.15 �0.20

Note. Values reflect the change in adverse impact (AI) ratios for the two
relevant groups based on initial test scores versus retest scores (i.e.,
AIRetest � AIInitial). Negative values indicate that the AI ratio was smaller
upon retesting, which means that AI (or the disparity between majority and
minority group selection ratios) was worse upon retesting. Values for
written tests overall and performance tests overall reflect the median across
tests and selection ratios. BD � behavior description; EI � experience and
interests.
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Appendix

Corrections for Range Restriction

Range restriction (RR) is a potential issue in any retesting
situation, but the multiple-hurdle design of the current study
(wherein passing scores on the written tests are required before
moving on to take the performance tests) required that we give
particularly careful thought to this issue. Unfortunately, the nature
of and corrections for range restriction have received scant atten-
tion in the retesting literature (see Lievens et al., 2005). For this
reason, we provide a detailed description of and rationale for each
step in our approach to correcting for range restriction.

We first considered what the relevant population would be for each
sample of retesters. For the written tests, applicant retest scores are
subject to direct RR due to previous selection on these tests at Time
1. That is, candidates scoring in the top 40% or so passed the written
tests and thus are not represented in the retest sample for the written
test. Thus, it could be argued that d values indexing score differences
between initial test and retest are downwardly biased due to the
potential restricted variance in retest scores. However, the population
involved in a correction for this sort of direct RR would be all
applicants who entered the selection process at Time 1. Because our
interest was in estimating score changes among applicants who retest,
rather than applicants in general (which also would include those who
passed and thus did not have to retest), we did not correct the written
tests for this form of RR, because doing so would likely overestimate
the magnitude of the retest effects.

For the performance tests, there are several potential sources of
RR. The first is analogous to the direct RR noted above for the
written tests, in the sense that the performance retest (Time 2)
scores may have restricted variance because the highest scoring

candidates passed the performance tests the first time and therefore
are not represented in the retest sample. For the reasons noted
above, we did not correct for this “naturally occurring” type of RR,
given that our interest is in estimating score changes among
applicants who retest, rather than applicants in general.

The second type of RR potentially affecting the performance tests
stems from the fact that these assessments were administered as a
second hurdle in the selection process. All things being equal, the
larger the correlations between written and performance test scores,
the more the range of performance test scores will be reduced due to
preselection on the written tests. Although our data revealed only
modest correlations between the written and performance test scores
(see Table 2), our design makes this a crucial form of RR to consider.
In short, the performance test scores (both initial and retest) may be
subject to indirect RR on the written tests, because only applicants
who passed the written tests were invited to take the performance
tests. However, as discussed in more detail below, Time 1 and Time
2 performance tests are subject to different forms of this indirect RR,
which complicated the required corrections.

Time 1 performance test scores are subject to indirect RR on the
Time 1 written tests, because only applicants who passed the
written tests were invited to take the performance tests. Time 2
performance test scores are subject to indirect RR on the Time 1
written tests, as well as to indirect RR on the Time 2 written tests.
(This is because if a candidate fails the performance tests, they are
required to begin the selection process over with the written tests.
Thus, anyone repeating the performance tests also would have had
to repeat the written tests). Therefore, we wanted to estimate what
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the retest effects would be if there was no preselection on the
written tests (at Time 1 and/or Time 2). Thus, we corrected the
Time 1 and Time 2 performance tests scores for RR due to
selection on the Time 1 written test scores, and we corrected the
Time 2 performance tests for selection on the Time 2 written test
scores. The following paragraphs detail the procedure we used for
making these corrections.

In the first step, we corrected the Time 2 performance test scores
for RR due to preselection on the Time 2 written tests. For this
correction, the unrestricted sample comprised applicants who
passed the written tests at Time 1, failed the performance tests at
Time 1, chose to retest, and retook the written tests (and either
passed or failed). The restricted sample comprised applicants who
passed the written tests at Time 1, failed the performance tests at
Time 1, chose to retest, passed the written tests, and then retook the
performance tests (and either passed or failed). Thus, the differ-
ence between the unrestricted and restricted samples is that the
unrestricted sample included applicants who passed or failed the
written tests at Time 2, whereas the restricted sample included only
applicants who passed the written tests at Time 2 (and therefore
went on to take the performance tests).

To implement this correction, we used the RangeJ software
(Johnson & Ree, 1994), which applies the multivariate indirect RR
formulas developed by Ree, Carretta, Earles, and Albert (1994).
The input for this analysis was the means and standard deviations
of the Time 2 written tests in the unrestricted sample and the
means, standard deviations, and intercorrelations of the Time 1 and
Time 2 written tests and performance tests in the restricted sample.

In the second step, we corrected the Time 1 and Time 2
performance test scores for RR due to preselection on the Time 1
written tests. For this correction, the unrestricted sample com-
prised all applicants who took the written tests at Time 1 (and
either passed or failed), and the restricted sample comprised ap-

plicants who passed the written tests at Time 1 and then took and
failed the performance tests. Thus, the difference between the
unrestricted and restricted samples is that the unrestricted sample
included all applicants who took the written tests at Time 1,
whereas the restricted sample included only applicants who passed
the written tests at Time 1 and then failed the performance tests at
Time 1. The input for this analysis was the means and standard
deviations of the Time 1 written tests in the unrestricted sample
(i.e., all applicants), and the corrected means, standard deviations,
and intercorrelations of the Time 1 and Time 2 written tests and
performance tests obtained from the first step of the process
described above. We then used the resulting corrected means and
standard deviations to estimate standardized mean differences (d)
between Time 2 and Time 1 scores for each performance test.

Note that approximately 39% of applicants passed the written
tests at Time 1; of those, 24% took and passed the performance
tests at Time 1. Thus, the cumulative selection ratio at Time 1 is
approximately 9% (i.e., .39 � .24). However, the means, standard
deviations, and correlations we obtained from the above procedure
reflect what the values would be if everyone who applied at Time
1 took the performance tests, whereas our population of interest
comprises applicants who took and failed the performance tests at
Time 1. Unfortunately, we are not aware of a procedure that would
enable us to accurately estimate the effects of excluding the 9% of
applicants who passed both the written and performance tests at
Time 1. Because of this, the RR-corrected retest effects we report
(see Table 3) only approximate what the actual effects may be and
likely represent conservative estimates of those effects.
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