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Chapter 8

Using CompUter-assisted 
text analysis (Cata) to 
inform employment 
deCisions: approaChes, 
software, and findings

emily d. Campion and michael a. Campion

AbstrAct
This literature review is on advanced computer analytics, which is a major trend 
in the field of Human Resource Management (HRM). The authors focus 
specifically on computer-assisted text analysis (CATA) because text data are 
a prevalent yet vastly underutilized data source in organizations. The authors 
gathered 341 articles that use, review, or promote CATA in the management 
literature. This review complements existing reviews in several ways including 
an emphasis on CATA in the management literature, a description of the 
types of software and their advantages, and a unique emphasis on findings in 
employment. This examination of CATA relative to employment is based on 
66 studies (of the 341) that bear on measuring constructs potentially relevant 
to hiring decisions. The authors also briefly consider the broader machine 
learning literature using CATA outside management (e.g., data science) 
to derive relevant insights for management scholars. Finally, the authors 
discuss the main challenges when using CATA for employment, and provide 
recommendations on how to manage such challenges. In all, the authors hope 
to demystify and encourage the use of CATA in HRM scholarship.
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advanced computer analytics is a major trend in the field of human resource 
management (hrm) and its primary underlying scientific discipline, industrial 
and organizational psychology.1 scholars and organizations alike have become 
increasingly interested in using computer-assisted text analysis (Cata) to exam-
ine text data. the ability to analyze text data is a major breakthrough due to the 
extensive availability of text data in hrm, the potential for the improved use of 
that data for making hrm decisions, and the increased objectivity, efficiency, 
and accuracy of measurement that may result. to demystify and promote Cata, 
we review the Cata research in management. this review will complement exist-
ing reviews (e.g., mcKenny, aguinis, short, & anglin, 2018; mcKenny, short, & 
payne, 2013; short, mcKenny, & reid, 2018) in several ways: (1) we build on these 
reviews by including nearly an additional 200 articles (e.g., short et al., 2018),  
(2) we describe the types of software for all types of Cata from the more 
rudimentary (e.g., nvivo) to the more advanced (e.g., spss modeler) and the 
advantages of each type, and (3) we present an in-depth examination of findings, 
challenges, and recommendations for its uses for employment decisions.

LItErAturE coLLEctIoN MEtHod
we conducted a comprehensive literature review in the traditional manner, starting 
with a computer search of all related keywords and Cata software in 16 high-
quality management journals and those that publish Cata research often to 
generate our database of management literature that uses Cata.2 we found 585 
articles across organizational behavior, human resources, strategy, and entrepre-
neurship. we read the titles, abstracts, and methods of each article and eliminated 
those that did not apply or review Cata methods, which yielded 341 articles in 
our final database. of these, 324 directly measured constructs and the remaining 
17 were either reviews or provided direction on how to conduct Cata.

the initial scope of the review was meant to be all-inclusive of any literature 
on the topic, but the relevance of the various bodies of literature narrowed our 
scope for three reasons. first, because this is a relatively new and rapidly evolving 
area of research, most of the relevant literature in management has been pub-
lished recently (81.5% of the articles in our review were published between 2010 
and 2019). second, there is a vast literature on machine learning that did not 
include Cata, and thus was not directly relevant to the review. third, the focus 
was on the literature that bears on the measurement of human attributes, which 
is primarily the research in management (psychology, organizational behavior, 
and human resources) as opposed to other disciplines (e.g., data science). we 
briefly scanned the text mining literature in other disciplines for lessons that 
might be relevant, such as methodologies, but we do not review this literature 



Using CATA to Inform Employment Decisions 287

comprehensively because they either do not use text data or their findings were 
not directly translatable to the management literature. fourth, there is a large 
literature that uses Cata to measure writing skill in education. this was the 
first major area of Cata literature and consists of several hundred articles. this 
literature will not be included because writing skill development among students 
is not directly useful for employment decisions.3

oVErVIEw of cAtA
Before describing the findings in the literature, it might be helpful to identify the 
various ways to analyze text, including Cata, as a backdrop. we believe the 
range of approaches include, but are not limited to, the following:

1. Using traditional human judgment-based content analysis. this is the most basic 
approach to text analysis. here, human judges such as subject matter experts 
(smes) read and categorize the sample of textual data based on similarity of 
the content. this technique is sometimes called a “Q sort.” with this approach, 
the text data (e.g., responses) are ordinarily grouped into only one category. 
after sorting, the human judges read the data in each category and assign 
descriptive labels. often, they will count the number of responses in each cat-
egory as an indication of its importance. this is not computer assisted, other 
than perhaps to record the information. however, it provides an important per-
spective because it is by far the most common approach historically and human 
judges still play an important role in the more automated approaches below.

2. Using basic computer automation. this technique is largely used to identify 
content by simply counting the frequencies of various words and categorizing 
them. they may also help visually display the results such as in “word clouds.” 
this approach can be purely empirical by only using the variables identified 
by the software, or the researcher can improve the variables by modifying the 
categories. this involves reviewing the concepts extracted and combining or 
separating them based on their meaning in the context of the study, just like 
traditional content analysis. the computer does not know that different terms 
or phrases may be synonyms, but most software will allow the researcher to 
tell that to the computer. the initial variables extracted can be modified using 
other analyses to reduce the data, such as factor or cluster analyses. smes 
might also be used to help impart meaning on the categories or to check the 
coding and make modifications. this use of Cata has been very common in 
the management literature, especially for inductive research (e.g., grounded 
theory). of the 324 empirical articles in our review that used Cata to meas-
ure attributes, 153 (47.2%) fell into this category.

  the most common software packages that conduct simple content analyses 
are nvivo and atlas.ti. although they help suggest potential categories by iden-
tifying the common words, they serve as more of a data management tool for 
qualitative (text) data and involve little automation. they are word processing 
tools that facilitate text analysis by allowing the researcher to  easily sort, track, 
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and code text data, but provide little assistance in identifying the underlying 
meaning of the data compared with more advanced methods described below.

3. Using rationally developed data dictionaries. this has been a popular technique 
to examine the sentiment of text based on existing dictionaries. however, 
researchers can also create their own dictionaries to measure specific con-
structs and use them for content analysis. this is much like a keyword search 
where the researcher identifies all the relevant terms regarding a construct 
and then searches the documents for these words. the difference between this 
method and a keyword search is that the words have been identified as being 
reflective of various sentiments based on prior research and presumably vali-
dated. sentiments captured can be as simple as positive and negative tone or 
more complex and nuanced such as specific attitudes and dispositions. the 
frequency with which respondents use words in the dictionary usually pro-
vides the measure of the attribute. studies using dictionaries are more deduc-
tive because researchers are either trying to measure particular attributes for 
which the dictionaries have been validated a priori, or they are developing their 
own dictionary based on a known construct that is also known a priori. many 
dictionaries are available publicly to assess various sentiments or emotions 
(especially the linguistic inquiry and word Count [liwC] and the diCtion 
software packages). Using Cata to identify sentiments has been very com-
mon in the management Cata literature. more than a third of the articles in 
our review used dictionaries (122; 35.8%)

4. Using more advanced text mining software to identify the constructs underlying 
combinations of words that exist in a corpus (e.g., set of documents). this often 
involves natural language processing (nlp) techniques (e.g., latent semantic 
analysis [lsa]; latent dirichlet analysis) that include extracting the meaning-
fulness of narrative information by analyzing the relationships among mul-
tiple words, as described in more detail in the software review section of this 
report. advanced techniques such as nlp can be used in addition to data dic-
tionaries and basic automation, and some software programs will combine all 
three. Common software programs that perform all of these analyses include 
r, python, spss, and sas.

5. Using text mining software to identify concepts and combinations of words based 
on their predictiveness of some criterion (e.g., job performance, training per-
formance, other outcomes, etc.). this begins with the approaches above, but 
then identifies the most useful concepts and variables from the large number 
extracted based on their empirical relationships with criteria. the number of 
variables extracted depends on the size and variation of the textual data in the 
corpus, but can range up to the hundreds or even thousands. this approach 
can also be combined with training the computer, which includes combining, 
deleting, relabeling, identifying synonyms, and other adjustments to improve 
the accuracy of the model. a variant of this is to use criterion data from smes 
to text mine against. where criterion data do not exist or have severe limita-
tions, or where the goal is to emulate a human judge, smes can score a set 
of written text samples and their scores can be used as the criterion. if  done 
well, the sample of text scored would not have to be excessively large (e.g., 
in the hundreds) because the research protocol can be structured to ensure 
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wide variance, reliability, and content validity. this and the previous type of 
Cata fall under the broader umbrella term of “machine learning.” twenty-
two (6.8%) of the 324 empirical articles in our review used machine learning.

tyPEs of studIEs, tExt dAtA, ANd cAtA softwArE
table 1 shows the frequency and percentage of each of the various types of dis-
tinctions between the articles in the review. in the sections below, we describe and 
summarize the key findings within each type.

Table 1. frequencies of types of articles in the management literature on 
Cata.

types of studies number percentage

Qualitative and quantitative 171 50.2%
Qualitative only 153 44.9%
review 17 5.0%
total 341 100%

types of textual data number percentage

transcripts (interviews, speeches, phone calls) 164 50.6%
report (annual reports, sustainability reports) 55 17.0%
observations 51 15.7%
archival data 48 14.8%
news-related documents (news articles, press releases) 47 14.5%
open-ended responses 18 5.6%
Journals articles and abstracts 15 4.6%
web-related content (webpages, online communication) 15 4.6%
other (cases, mission statements, crowdfunding campaigns) 40 12.4%

types of software number percentage

nvivo 138 42.6%
linguistic inquiry word Count (liwC) 82 25.3%
atlas.ti 30 9.3%
diCtion 27 8.3%
r 7 2.2%
Cat scanner 5 1.5%
monoConc pro 5 1.5%
python 4 1.2%
general inquirer (gi) 4 1.2%
spss modeler 3 0.9%
VBpro 3 0.9%
wordstat 3 0.9%
leximancer 2 0.6%
textpak4 2 0.6%
textual analysis Computing tools (taCt) 2 0.6%
automap 2 0.6%
excel 2 0.6%
Used only once 25 7.7%
did not disclose 22 6.8%

Note: percentages reported under “types of study” are out of 341. percentages reported under “types of 
textual data” and “types of software” are out of 324 – the number of empirical articles in our review.
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Types of Studies

three types of studies emerged in the literature review: (1) studies using qualitative 
Cata methods only, (2) studies using both qualitative and quantitative methods, 
and (3) reviews of the literature or articles promoting Cata. the distinction 
between the first and the second types of studies is whether the researchers quan-
tified the qualitative data. that is, if  the data were converted into indices and 
metrics used for statistical analysis like correlations, then they fell into the second 
type of study. of the 341 articles in this review, 153 (44.9%) were qualitative only 
and generally took inductive approaches using interviews with organizational 
informants (e.g., respondents, experts), observations, and archival organizational 
data to develop constructs and flesh out processes among constructs to expand 
or generate management theory (edmondson & mcmanus, 2007). Qualitative stud-
ies can be conducted in a number of ways, but one commonly cited approach is 
called grounded theory. according to gephart, gibson, and gibbs (2004, p. 459):

Grounded theorizing (glaser & strauss, 1967) is the process of iteratively and inductively con-
structing theory from observations using a process of theoretical sampling in which emergent 
insights direct selection and inclusion of the “next” informant or slice of data. grounded 
theory involves constant comparative analysis whereby groups are compared on the basis of 
theoretical similarities and differences.

in contrast to traditional deductive research that usually begins with an exist-
ing theory and then develops and tests hypotheses derived from that theory to 
determine support, inductive research begins with information-gathering, coding, 
and iterating between emerging theoretical ideas in the data and the literature 
to refine or build theory (strauss & Corbin, 1990). this theoretical framework 
requires researchers to code as close to the data as possible. recognizing that 
several ideas can be communicated in one spoken (and transcribed) sentence, 
researchers using this method first engage in open coding, or a coding ritual called 
“in vivo,” based directly on words used by participants and are as similar to the 
terms used in the data as possible without applying external theoretical framings. 
such line-by-line coding requires the researchers to examine individual words and 
phrases (locke, 2001). next, in a process analogous to creating superordinate cat-
egories in traditional content analyses, researchers combine the first-order codes 
into second-order codes and then generate aggregate dimensions informed by the 
literature to develop a model of the target topic. this approach is generally used 
in studies that do not attempt to quantify the textual data (e.g., create ratings, 
scores, or word frequencies), but instead try to summarize the content or gen-
erate theory. for example, using in-depth interviews with 29 Us navy couples, 
Beckman and stanko (2019) were able to extend boundary theory by discovering 
the types of relational boundary work practices couples engaged in individually 
and collectively to build their resilience as a couple.

of the 341 articles in this review, 171 (50.2%) used both qualitative and quan-
titative analyses, which involved converting text to quantitative data. a common 
example was counting the number of words in the text that represented a certain 
sentiment (e.g., positive or negative tone). these estimates then were used to cor-
relate with or predict important outcomes. for example, love, lim, and Bednar 
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(2017) analyzed the sentiment of 200 news articles on Ceos and used this varia-
ble (“Ceo media tenor”) to predict firm reputation based on fortune magazine’s 
“most admired Companies” surveys. they took a number of steps to create a 
quantitative measure of tenor. first, using liwC’s dictionaries of positive and 
negative words, they counted the number of positive and negative words in each 
response. then, they created ratios of positive to negative words used and nega-
tive to positive words used. finally, they coded articles as positive if  the positive 
ratio was 0.65 or greater and negative if  the negative ratio was 0.65 or greater. 
this is only one way of creating a sentiment score.

in a similar study on media favorability of organizations, Bednar (2012) also 
used liwC to evaluate news articles, but calculated the mean frequency of posi-
tive and negative words “from all articles about a sample firm in a given year”  
(p. 138). Bednar tested whether media favorability was affected by formal board 
independence and also whether media favorability affected Ceo pay and like-
lihood of Ceo dismissal. scholars have also measured sentiment as a simple 
percentage of the number of sentiment words (positive or negative) to the total 
number of words in a text. wilson, derue, matta, howe, and Conlon (2016) 
applied this method in a study of emotional displays in negotiations. instead 
of creating positive-to-negative ratios, and vice versa, wilson et al. created an 
index of the percentage of positive emotions (e.g., words like “agree,” “great,” or 
“nice”) per transcript. they then tested whether personality similarity between 
negotiators enhanced positive emotional displays and whether positive emotional 
displays quickened agreement time and reduced perceptions of relationship con-
flict. they found support for these hypothesized relationships.

finally, of the 341 articles, 17 (5.0%) reviewed or promoted Cata. the 
reviews had somewhat different purposes, the most common of which were:  
(1) introducing text mining (e.g., luciano, mathieu, park, & tannenbaum, 2018), 
(2) providing a broad overview of Cata (e.g., short et al., 2018), and (3) pre-
senting specific techniques that included Cata (e.g., Crayne & hunter, 2018; 
Janasik, honkela, & Bruun, 2009; shortt & warren, 2019; slutskaya, game, & 
simpson, 2018).

in sum, there were three types of Cata studies in the management literature. 
nearly half  used purely qualitative data to develop new theories. nearly half  
included both qualitative and quantitative data, usually by using dictionaries  
to quantify the text data and predict outcomes. finally, nearly 5% reviewed or 
promoted Cata.

Types of Textual Data

perhaps what makes Cata so promising for researchers is that any and all 
written text can be analyzed. the text data used in the literature included vari-
ous types collected intentionally for the study (e.g., interviews and open-ended 
responses on surveys) and types of existing data created for other purposes (e.g., 
letters to shareholders, news articles and press releases, and online reviews and 
social media). of the 324 non-review articles, nearly half  (45.4%) used secondary  
data only, about a third (36.7%) used primary data only, and 17.9% used both. 



292 Campion and Campion

the most common source of text data were transcripts from interviews, focus 
groups, speeches, phone calls, and others with 165 studies (50.6%) in our review 
using these. most of these data were collected by the researchers themselves.

illustrative attributes from primary sources of text data included percep-
tions of fit (Chuang, hsu, wang, & Judge, 2015), humble leadership (owens & 
hekman, 2012), cognitions and emotions (Zuzul, 2018), and identity (Creed, 
deJordy, & lok, 2010; gioia, price, hamilton, & thomas, 2010). other pri-
mary data sources included observations (e.g., researcher recordings of behavior 
based on visual observations) (51; 15.7%) and open-ended responses (18; 5.6%). 
illustrative attributes from these types of text data include team cognitive maps 
(Carley, 1997), boundary management tactics (Kreiner, hollensbe, & sheep, 
2009), and positive–negative sentiment (liang et al., 2016).

in terms of existing data, the most commonly used text sources were types 
of organizational reports (e.g., letters to shareholders) (55; 17.0%) followed by 
archival data (48; 14.8%), and news-related documents (e.g., press releases) (47; 
14.5%). examples of attributes measured by these sources were Ceo character-
istics such as narcissism (Buyl, Boone, & wade, 2019) and entrepreneurial ori-
entation (engelen, neumann, & schmidt, 2016), or firm-specific attributes such 
as organizational culture (pandey & pandey, 2017) and organizational values 
(Kabanoff & holt, 1996; Kabanoff, waldersee, & Cohen, 1995).

the next most common existing sources were journal articles and abstracts 
(15; 4.6%), and web-related content (15; 4.6%). for example, antons, Joshi, and 
salge (2018) text mined the topics and rhetorical features of more than 1,600 
management journal articles to predict their scientific impact. meanwhile, 
schmiedel, müller, and vom Brocke (2019) text mined online reviews of almost 
300,000 fortune 500 companies to examine organizational culture. scholars have 
also examined the sentiment of online content (Barlow, Verhaal, & hoskins, 
2018). forty articles (12.4%) used other types of existing textual data that did not 
fall into previous categories such as job postings, cases, mission statements, and 
crowdfunding campaigns.

as noted, almost half  of the studies in our review used existing text data not 
originally collected for the purpose of text analysis research (e.g., organizational 
annual reports). one way to interpret this finding is that Cata is an unobtrusive 
and clever way to assess previously untapped areas due to difficulty in data collec-
tion. this may lead to the identification and measurement of new constructs or 
the refinement of existing constructs (newman, harrison, Carpenter, & rariden, 
2016). it may also help avoid the persistent faking and impression management 
common in data collected for personnel selection (e.g., personality indices).  
for example, some scholars have suggested that a candidate’s social media  
(e.g., facebook) could be particularly useful for recruiters because it may repre-
sent a more honest presentation of the candidate’s true personality compared to 
interview responses (hartwell & Campion, 2019).

however, secondary data sources come with notable limitations that create 
concerns about measurement validity because the data are not collected for the 
purposes of the research. to maximize utility of Cata-specific data collection, 
we should not solely rely on the text data we normally collect (e.g., asking for “any 
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other comments”), but researchers should instead purposively collect text data to 
measure the intended or desired constructs. that is, if  information is sought on a 
specific attribute, the questions should ask specifically about that attribute rather 
than inferring it from information collected for other purposes. for example, if  
the goal is to measure past leadership accomplishments, it is better to ask about 
past leadership accomplishments and text mine the responses than to text mine 
indirect text data such as personal statements. this is because the direct approach 
is more likely to solicit relevant and complete data on leadership, while the per-
sonal statement may focus on life goals and tangential constructs and not past 
accomplishments.

in summary, Cata can be used to analyze virtually any type of textual data 
and allows for researchers and organizations alike to exploit sometimes ignored 
or overlooked types of data (e.g., comments in worker engagement surveys). 
researchers may be able to identify new constructs or refine existing ones through 
text data. text data may also help researchers avoid some of the problems with 
purposefully collected data (like impression management). however, if  text data 
are collected to measure a particular attribute, researchers should ask about that 
attribute directly as opposed to inferring it from other indirect information.

Types of Software

types of software and the frequency with which they were used in studies in this 
review are listed in table 1, from most common to least common. only software 
used twice or more were listed for parsimony. the remaining software used only 
once in the review are grouped as “only Used once.” it is important to note that 
some research teams used more than one type of software in their text analy-
sis. the most commonly used types of software for Cata were those developed 
for researcher-intensive coding rather than automation. nvivo (138; 42.6%) and 
atlas.ti (30; 9.3%) were used in more than half  of the studies. researchers often 
use these programs to engage in inductive coding (see type of studies section 
above).

a similarly popular type of software was dictionary-based programs such as 
liwC (82; 25.3%) and diCtion (27; 8.3%). in all, dictionary-based software 
was used in more than a third of the studies (38.0%). while liwC was used 
most often to assess sentiment of text, it, along with diCtion and the others, 
have also been used to capture content such as entrepreneurial orientation (short, 
Broberg, Cogliser, & Brigham, 2010). this type of software has been available 
publicly for several decades and has since undergone a number of iterations to 
accommodate changes in language or cultural modifications of word sentiment 
and meaning (pennebaker, Chung, ireland, gonzales, & Booth, 2007). as evi-
denced by our review, liwC has, by far, been the most popular of these types of 
software and the development of which we will discuss here to present a clearer 
understanding of its validation and how it works.

Beginning with general word generation, researchers amassed a large data-
base of words and resources (e.g., english dictionaries, roget’s thesaurus, affects 
scales). next, they solicited feedback from smes (or “judges” as they are referred 
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to in the manual) to provide their expertise regarding what should and should 
not be included in the dictionaries. finally, they evaluated the psychometrics of 
the software, considering word use frequency and other elements. information 
on its psychometric properties is readily available (pennebaker et al., 2007).  
in addition to sentiment, liwC has also been used to score personality and moti-
vations. for example, hirsh and peterson (2009) found several linguistic correlates 
of the Big five: conscientiousness was associated positively with achievement-
related words; neuroticism was associated with anxiety and negative emotions; 
extraversion and agreeableness were associated with family related words or those 
that represented interpersonal concern; and openness was associated with words 
related to perceptual processing such as hearing and seeing.

much like liwC, diCtion is a particularly flexible program that allows 
for both content and sentiment analyses. however, the built-in dictionaries were 
developed specifically to extract only the following qualities: certainty, activity, 
optimism, realism, and commonality (diCtion, 2019). yet, researchers are not 
limited to these attributes and can generate and use their own dictionary(ies) in 
diCtion. for example, in their study on leadership rhetoric, Bligh, Kohles,  
and meindl (2004) used diCtion’s optimism dictionary and developed five dic-
tionaries in addition to optimism (collectives, faith, patriotism, aggression, and 
ambivalence) to determine attributes of leaders from presidential speeches. the 
remaining dictionary-based software used in the literature we reviewed included 
ones like Cat scanner (5; 1.5%) and monoConc pro (5; 1.5%) that analyze text 
data similarly to liwC and diCtion by counting the number of words per 
response that exist in a construct’s dictionary.

the more sophisticated software used in our literature review included r (7; 2.2%), 
python’s various toolkits (4; 1.2%) and spss modeler (3; 0.9%). with these soft-
ware, researchers are able to apply advanced analytics such as nlp. as noted 
previously, nlp (and computational linguistics) considers relationships among 
words (using n-grams or strings of words) as well as the words themselves. it 
also includes preprocessing by eliminating stop words (e.g., the, a, in), stemming 
(reducing words to core terms like “working” and “worked” to “work”), and lem-
matizing (converting inflected forms to a common term, such as converting “is” 
and “am” to “be”). nlp assumes that words close in meaning will occur close 
together in text.

there are a couple additional important points to make regarding software. 
first, 22 (6.8%) articles did not disclose their software and 25 (7.7%) used soft-
ware that no other study used. of these 25, several were not commonly recogniz-
able partly because they were homemade by researchers or have become outdated 
(e.g., recursive inspection of text scan) with the advent of more advanced 
systems. second, only 22 studies (6.8%) in our review used more sophisticated 
software suggesting that as a field we are underutilizing advanced techniques. 
furthermore, few used commercial software products such as spss. this is 
surprising because commercial products are more complete, have better docu-
mentation, and are more user friendly. this may be because such products are 
relatively new on the market or because they are still fairly expensive (but trending 
downward). regardless, the important observation is that the software used by 
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management scholars to this point has been the less sophisticated software. the 
field has relied on rather simplistic applications of Cata based largely on word 
counts or significant human judgment (especially for content analysis). this may 
be limiting the sophistication of possible Cata research. Using more advanced 
approaches may allow the researcher to derive more construct validity informa-
tion and broaden the range of applications.

taken together, management researchers have at least eight choices of com-
monly used and trusted software to perform Cata, which can be divided into four 
types: (1) software to support manual content analysis (nvivo and atlas), (2) word 
dictionaries/sentiment analyses software (liwC and diCtion), (3) programing 
software and languages (r and python), and (4) commercial predictive analyt-
ics packages that include text mining modules (spss and sas). therefore, we 
researched and evaluated those eight software packages. we review several con-
siderations likely to be important to researchers and summarize our findings on 
software in table 2. the information presented was obtained in 2019 and may 
have been updated since in terms of both features and price.

Table 2. Content analysis software.

software to support manual Content analyses

software name Nvivo (earlier version called “nud.ist”, 
or non-numerical unstructured data 
indexing, searching, and theorizing)

Atlas.ti

source to  
acquire & cost

access website here: https://www.
qsrinternational.com/nvivo/home

Cost information:
academic license is $700 (pro) & $800 

(plus)
government license is $979 (pro) & 

$1119 (plus)
Commercial $1399 (pro) & $1599 

(plus)

access website here: https://atlasti.com/

Cost information:
academic license for single user is 

$750 and increases incrementally 
depending on number of user licenses 
(e.g., $3,000 for 5; $5,7630 for 10);

government license for single user is 
$1,290 and increases incrementally 
depending on number of user licenses 
(e.g., $4,650 for 5; $9,300 for 10);

Commercial license for single user is 
$1,840 and increases incrementally 
depending on number of user licenses 
(e.g., $6,800 for 5; $13,200 for 10)

function generally used for inductive content 
analyses; humans generate their own 
codes for the text data and assign 
those codes to words, phrases, or 
lines of data; software keeps track of 
codes; not capable of more advanced 
modeling.

generally used for inductive content 
analyses; humans generate their own 
codes for the text data and assign 
those codes to words, phrases, or 
lines of data; software keeps track of 
codes; not capable of more advanced 
modeling.

information on 
efficacy (e.g., 
validity)

while it has the capability of extracting 
its own categories, this function is 
largely based on frequency of words; 
otherwise, categories are usually 
human-developed, and psychometric 
and sme agreement analyses are 
conducted outside the software.

Categories are entirely human-
developed, and psychometric 
and sme agreement analyses are 
conducted outside the software.
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Table 2. (Continued)

software to support manual Content analyses

information on 
usability (e.g., 
difficulty to 
learn; technical 
support)

relatively intuitive to use (used in 
almost half  of the studies in our 
review); technical support appears 
readily available and there are online 
trainings on how to use the software, 
as well as videos on youtube.

relatively intuitive to use and though 
only used in ∼9% of studies in our 
review, it is a recognized software 
for inductive coding in management 
research; technical support appears 
readily available and there are free 
and for-cost training available, as well 
as videos on youtube.

likely applicability 
to human 
resources (hr) 
data

Can be used to analyze textual data of 
all types.

Can be used to analyze textual data of 
all types.

likely applicability 
for measuring 
human attributes 
relevant to hr 
systems

Because categories are developed by 
humans, this software is flexible for 
researchers to code whatever they 
want to measure.

Because categories are developed by 
humans, this software is flexible for 
researchers to code whatever they 
want to measure.

anticipated 
advantages

easy to learn, low cost, widely used, 
and flexible to meet researcher 
coding needs.

easy to learn, low cost, widely used, 
and flexible to meet researcher coding 
needs.

anticipated 
disadvantages 
or problems

Validity and reliability studies occur 
outside of software; not capable of 
more advanced modeling.

Validity and reliability studies occur 
outside of software; not capable of 
more advanced modeling.

overall evaluation 
for potential 
usefulness

highly useful software if  the 
researcher’s goal is to conduct 
manual content analysis. however, 
it does not automate the content 
analysis process in the sense of 
extracting and scoring the content.

highly useful software if  the researcher’s 
goal is to conduct manual content 
analysis. however, it does not 
automate the content analysis process 
in the sense of extracting and scoring 
the content.

word dictionaries / sentiment analyses software

software name LIwc (linguistic inquiry word Count) dIctIoN
source to acquire 

& cost
access website here: http://liwc.

wpengine.com/

Cost information:
academic license is $89.95; commercial 

version available, but must apply 
through receptiviti. the manual 
also states that any commercial 
use of the liwC dictionaries is 
forbidden without permission 
through receptiviti.

access website here: https://www.
dictionsoftware.com/

Cost information:
academic license is $219 and corporate 

license is $269.

function originally used to analyze sentiment 
(affect) from text using in-house, 
pre-validated dictionaries. it has about 
50 dictionaries in 7 topic categories of 
psychological processes as well as a 
number of other language metrics (e.g., 
number of types of words used). they 
are described in the manual. it can 
also be used to analyze content of text. 
allows for the use of  a researcher’s 
own custom dictionary, but not 
capable of  more advanced modeling.

Can be used for both content and 
sentiment; has five in-house 
dictionaries (certainty, activity, 
optimism, realism, and commonality); 
allows for the use of a researcher’s 
own custom dictionary, but not 
capable of more advanced modeling.
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Table 2. (Continued)

word dictionaries / sentiment analyses software

information  
on efficacy  
(e.g., validity)

fairly transparent in the development 
and refinement of their dictionary; 
internal consistencies are in the 
language manual.

no publically available information 
about the development and 
refinement of the dictionaries.

information on 
usability  
(e.g., difficulty to 
learn; technical 
support)

it is very easy to learn and use, which 
probably explains its prevalence in 
our review (used in ∼25% of studies). 
technical manual (operator manual) 
is readily available and technical 
support is provided by the researchers 
who developed the software. also 
some videos on youtube.

also easy to use. not as well-known 
as liwC, but still recognized (∼8% 
of studies in the review). technical 
manuals are available (manual 
diCtion and Using diCtion) 
and technical support is available via 
email or phone as well as videos on 
youtube.

likely applicability 
to human 
resources (hr) 
data

Can be used to analyze textual data of 
all types.

Can be used to analyze textual data of 
all types.

likely applicability 
for measuring 
human 
attributes 
relevant to hr 
systems

the 50 dictionaries measure human 
attributes, many of which could be 
relevant to hr management purposes. 
it is also possible for researchers to 
develop their own dictionaries.

the 5 existing dictionaries measure hu-
man attributes, some of which could 
be relevant to hr management pur-
poses. it is also possible for researchers 
to develop their own dictionaries.

anticipated 
advantages

straightforward, validated, and 
recognized software. has a large 
number of in-house dictionaries. 
easy to learn and use.

seemingly straightforward and 
recognized software. easy to learn 
and use.

anticipated 
disadvantages 
or problems

Best at measuring sentiment only and 
not capable of doing more advanced 
machine learning procedures.

not transparent about validity and 
reliability of dictionaries. only 
five in-house dictionaries. Best at 
measuring sentiment only and not 
capable of doing more advanced 
machine learning procedures.

overall evaluation 
for potential 
usefulness

may be useful if the purpose is to 
measure sentiments. Because it 
cannot do more advanced machine 
learning, its role will only be adding 
the sentiment analysis. this is the most 
fully developed and comprehensive set 
of measures of various sentiments.

may be useful if  the sentiments that it 
contains are relevant to the research. 
Because it cannot do more advanced 
machine learning, its role will only 
be adding the sentiment analysis.

programing software/language

software name r (the r project) Python
source to acquire 

& cost
access website here:  

https://www.r-project.org/
it is free

access website here:  
https://www.python.org/

it is free
function r is a highly powerful and flexible soft-

ware. it is popular among data scien-
tists and more recently (past 10 years 
or so) has been used by management 
scholars. it is open-sourced, meaning 
code is made freely available by other 
researchers. it can conduct tradi-
tional statistical analyses, content and 
sentiment analyses, text mine, and is 
capable of advanced modeling.

it is a programing language. it is highly 
powerful and flexible and can be 
used for myriad tasks including data 
analyses, text analysis and machine 
learning, and developing websites/
mobile apps. need to download 
packages to be able to run analyses. 
it is open-sourced and packages are 
available on python’s website, as well 
as other places online.
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Table 2. (Continued)

programing software/language

information on 
efficacy (e.g., 
validity)

Can incorporate pre-validated 
dictionaries to conduct analyses and 
validity and reliability analyses can 
be done using r.

Can incorporate pre-validated 
dictionaries to conduct analyses and 
validity and reliability analyses can 
be done using python.

information on 
usability (e.g., 
difficulty to 
learn; technical 
support)

as it requires basic understanding of 
software coding, it may be difficult 
to learn. Because it is a free, open-
sourced software, no person or team 
is available to answer questions. the 
first line on the software’s help page 
is “Before asking others for help, it’s 
generally a good idea for you to try 
to help yourself,” and they provide 
a few ways in which researchers 
can do that. otherwise, materials 
abound from books (recommended: 
discovering statistics Using r by 
field, miles, & field, 2012; silge & 
robinson, 2017) to websites (e.g., 
stack overflow; github, coding 
from nlp seminar at a professional 
conference available here: https://
github.com/coryamanda/siop2019_
nlp_organization_research), as 
well as videos on youtube.

as it is a programing language and 
requires basic understanding of 
software coding, it may be difficult 
to learn. tutorials are available. 
there are many guides online, as 
well as books, and there is an email 
for concerns not addressed on the 
site. many packages can be found on 
github and videos can be found on 
youtube.

likely applicability 
to human 
resources (hr) 
data

Can be used to analyze textual data of 
all types.

Can be used to analyze textual data of 
all types.

likely applicability 
for measuring 
human attributes 
relevant to hr 
systems

Because researchers are able to develop 
their own measures, it is possible to 
use r to measure human attributes 
relevant to hr management.

Because researchers are able to 
develop their own measures, it is 
possible to use python to measure 
human attributes relevant to hr 
management.

anticipated 
advantages

flexible and powerful and some coding 
available from others.

flexible and powerful and some coding 
available from others.

anticipated 
disadvantages 
or problems

Unless you understand the minutiae 
of software coding, you run the 
risk of conducting the wrong 
analyses, particularly if  you simply 
use or repurpose someone else’s 
coding. it will likely be time-
consuming to learn, especially for 
nonprogrammers.

Unless you understand the minutiae 
of software coding, you run the 
risk of conducting the wrong 
analyses, particularly if  you simply 
use or repurpose someone else’s 
coding. it will likely be time-
consuming to learn, especially for 
nonprogrammers.

overall evaluation 
for potential 
usefulness

Could be very useful, but complexity 
and time to learn may be too 
extensive for the casual user.

Could be very useful, but complexity 
and time to learn may be too 
extensive for the casual user.
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Table 2. (Continued)

Commercial predictive analytics software packages

software name spss modeler premium sas enterprise miner
source to acquire 

& cost
access website here:  

https://www.ibm.com/products/ 
spss-modeler

Cost information:
free 30-day trial, $199/month 

subscription, $7,430 for professional 
license, $12,400 for premium license, 
and $25,600 for gold, but premium or 
gold needed for text mining capability. 
gold includes “Collaboration & 
deployment services for model 
deployment and management.”

access text miner website here:  
https://www.sas.com/en_us/software/
text-miner.html

access enterprise miner website here: 
https://www.sas.com/en_us/software/
enterprise-miner.html

text miner is a component of enterprise 
miner, which allows for machine 
learning. seems to require two licenses 
with enterprise miner downloaded 
first. pricing appears to be based on 
the intended user and uses, but likely 
to be the most expensive option.

function it is a user-friendly, powerful, and flexible 
software. it allows for more advanced 
features such as concept extraction 
and text mining, categorizations, and 
machine learning. it allows extensions 
to embed r and python code into 
an spss modeler stream by simply 
inserting a “node” (analogous to a 
plugin). this allows running r and 
python scripts to import data, apply 
transformations, build and score 
models, display outputs, and export 
data. plus, as part of a predictive 
analytics suite, it includes a very wide 
range of statistical procedures that are 
preprogrammed and easy to apply.

it is user-friendly, powerful, and 
flexible software. it allows for 
more advanced features such as 
concept extraction and text mining, 
categorizations, and machine 
learning. plus, as part of a predictive 
analytics suite, it includes a very 
wide range of statistical procedures 
that are preprogrammed and easy 
to apply.

information on 
efficacy (e.g., 
validity)

has several built-in dictionaries, but 
there is little if any detail on the 
psychometric properties of the 
dictionaries because it is deemed 
“proprietary.” researchers are able 
to develop and validate their own 
dictionaries or add concepts to 
existing ones. includes sentiment 
analyses, but in-house sentiment 
dictionaries are very basic and limited.

it appears sas does not use a 
dictionary-based approach, but 
instead “relies primarily upon 
pattern recognition” (p. 10; see 
http://opim.wharton.upenn.
edu/∼sok/papers/s/sas/wp_3633.
pdf). it also appears that sas 
sentiment analysis is a separate 
software.

information on 
usability (e.g., 
difficulty to 
learn; technical 
support)

it is user friendly because it is a point-
and-click software. Because most 
researchers in management use 
spss, the interface will not require 
much acclimation. there are also 
many avenues of support including 
iBm technical support, videos on 
youtube, and many other online 
resources.

it is user friendly because it is a point-
and-click software. Because many 
researchers in management use 
sas, the interface will not require 
much acclimation. there are many 
resources through sas, as well as 
videos on youtube and other online 
guides.
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rEsEArcH rELEVANt to EMPLoyMENt
of particular relevance to the employment literature are those studies where 
researchers measured human attributes applicable to staffing decisions (e.g., vari-
ous types of knowledge, skills, abilities, and other characteristics, or knowledge, 
skills, abilities, and other characteristics or [Ksaos]). we reexamined the 324 
empirical articles in our review and found 66 articles that used Cata that bear 
on employment practices, which we classified into recruitment, selection, perfor-
mance management, engagement, leadership, and turnover. we review how these 
articles can contribute to each hr practice, especially focusing on the implica-
tions of using Cata for measuring attributes relevant to employment decisions. 
details of these studies (i.e., attributes measured, type of text data, and software 
used) are presented in table 3. finally, we elucidate a number of important takea-
ways about using Cata for employment through an analysis of these 66 studies.

rEcruItMENt
two studies used Cata to look at recruitment. in the first, peltokorpi and 
Vaara (2014) conducted a qualitative study on language-sensitive recruitment 
and knowledge transfer in multinational corporations (mnC) using nvivo. 
language-sensitive recruitment refers to “recruitment practices in which a certain 
proficiency in the corporate language is used as a precondition for employment” 

Table 2. (Continued)

Commercial predictive analytics software packages

likely applicability 
to human 
resources (hr) 
data

Can be used to analyze textual data of 
all types. also able to incorporate 
quantitative variables simultaneously 
using a wide range of built in 
predictive models.

Can be used to analyze textual data of 
all types. also able to incorporate 
quantitative variables simultaneously 
using a wide range of built in 
predictive models.

likely applicability 
for measuring 
human attributes 
relevant to hr 
systems

Because researchers are able to develop 
their own measures, it is possible to 
measure human attributes relevant 
to hr management.

Because researchers are able to develop 
their own measures, it is possible to 
measure human attributes relevant 
to hr management.

anticipated 
advantages

flexible and powerful, straightforward, 
familiar, and support is available.

flexible and powerful, straightforward, 
familiarity, and support is available.

anticipated 
disadvantages 
or problems

Cost is greater than other software. Cost is greater than other software.

overall evaluation 
for potential 
usefulness

probably the easiest way for 
management researchers who are not 
programmers to be able to conduct 
the more complex types of Cata 
(those involving nlp and lsa), 
but the cost of the software may be 
significant for the casual user.

probably the easiest way for 
management researchers who are not 
programmers to be able to conduct 
the more complex types of Cata 
(those involving nlp and lsa), 
but the cost of the software may be 
significant for the casual user.



Using CATA to Inform Employment Decisions 301

Ta
bl

e 
3.

 
e

m
pl

oy
m

en
t-

re
la

te
d 

a
rt

ic
le

s 
U

si
ng

 C
a

t
a

.

h
r

 p
ra

ct
ic

e
a

ut
ho

rs
 (

y
ea

r)
a

tt
ri

bu
te

(s
) 

m
ea

su
re

d
t

yp
e 

of
 t

ex
t 

d
at

a
C

a
t

a
 s

of
tw

ar
e

r
ec

ru
it

m
en

t
B

an
ks

 e
t 

al
. (

20
19

)
r

ec
ru

it
m

en
t 

si
gn

al
s

w
eb

si
te

s
d

iC
t

io
n

p
el

to
ko

rp
i a

nd
 V

aa
ra

 (
20

14
)

l
an

gu
ag

e-
se

ns
it

iv
e 

re
cr

ui
tm

en
t 

an
d 

kn
ow

le
dg

e 
tr

an
sf

er
in

te
rv

ie
w

s
n

vi
vo

se
le

ct
io

n
a

ng
lin

, w
ol

fe
, s

ho
rt

, m
cK

en
ny

, a
nd

  
p

id
du

ck
 (

20
18

)
p

sy
ch

ol
og

ic
al

 c
ap

it
al

o
nl

in
e 

cr
ow

df
un

di
ng

 c
am

pa
ig

ns
d

iC
t

io
n

a
ng

lin
 e

t 
al

. (
20

18
)

n
ar

ci
ss

is
ti

c 
rh

et
or

ic
o

nl
in

e 
cr

ow
df

un
di

ng
 c

am
pa

ig
ns

d
iC

t
io

n
B

as
u 

an
d 

sa
va

ni
 (

20
17

)
d

ep
th

 o
f 

co
gn

it
iv

e 
pr

oc
es

si
ng

o
pe

n-
en

de
d 

su
rv

ey
 q

ue
st

io
ns

l
iw

C
C

am
pi

on
 e

t 
al

. (
20

16
)

Jo
b-

re
la

te
d 

sk
ill

s:
 c

om
m

un
ic

at
io

n,
 

cr
it

ic
al

 t
hi

nk
in

g,
 p

eo
pl

e,
 le

ad
er

sh
ip

, 
m

an
ag

er
ia

l, 
an

d 
fa

ct
ua

l k
no

w
le

dg
e

a
ss

es
sm

en
t 

re
co

rd
s

sp
ss

 m
od

el
er

C
he

n 
an

d 
l

at
ha

m
 (

20
14

)
a

ch
ie

ve
m

en
t 

or
ie

nt
at

io
n

o
pe

n-
en

de
d 

su
rv

ey
 q

ue
st

io
ns

l
iw

C
C

la
rk

 e
t 

al
. (

20
18

)
C

og
ni

ti
ve

 e
ff

or
t

t
hi

nk
-a

lo
ud

 p
ro

to
co

l
n

vi
vo

C
on

ne
lly

, Z
w

ei
g,

 w
eb

st
er

, a
nd

  
t

ro
ug

ak
os

 (
20

12
)

K
no

w
le

dg
e 

hi
di

ng
in

te
rv

ie
w

s
n

vi
vo

C
or

ne
r 

an
d 

h
o 

(2
01

0)
o

pp
or

tu
ni

ty
 id

en
ti

fic
at

io
n

in
te

rv
ie

w
s

n
vi

vo
C

ri
lly

 (
20

17
)

a
na

ly
ti

c 
th

in
ki

ng
 a

nd
 c

og
ni

ti
ve

 
pr

oc
es

si
ng

o
pe

n-
en

de
d 

su
rv

ey
 q

ue
st

io
ns

l
iw

C

g
ib

so
n 

et
 a

l. 
(2

01
1)

V
ir

tu
al

 jo
b 

ch
ar

ac
te

ri
st

ic
s

in
te

rv
ie

w
s

a
tl

as
.t

i
Jo

se
fy

 e
t 

al
. (

20
17

)
e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
o

nl
in

e 
cr

ow
df

un
di

ng
  

ca
m

pa
ig

ns
U

nc
le

ar
, b

ut
 u

se
d 

sh
or

t e
t a

l. 
(2

01
0)

 e
nt

re
pr

en
eu

ri
al

 
or

ie
nt

at
io

n 
di

ct
io

na
ry

K
el

lo
gg

, o
rl

ik
ow

sk
i, 

an
d 

y
at

es
 (

20
06

)
B

ou
nd

ar
y-

sp
an

ni
ng

 p
ra

ct
ic

es
in

te
rv

ie
w

s 
an

d 
ob

se
rv

at
io

ns
n

vi
vo

K
ob

ay
as

hi
, m

ol
, B

er
ke

rs
, K

is
m

ih
ok

, a
nd

 
d

en
 h

ar
to

g 
(2

01
8a

)
Jo

b 
ta

sk
 in

fo
rm

at
io

n
Jo

b 
de

sc
ri

pt
io

ns
r

K
ob

ay
as

hi
, m

ol
, B

er
ke

rs
, K

is
m

ih
ok

, a
nd

 
d

en
 h

ar
to

g 
(2

01
8b

)
w

or
ke

r 
at

tr
ib

ut
es

 o
f 

jo
b 

de
sc

ri
pt

io
ns

Jo
b 

de
sc

ri
pt

io
ns

r

l
au

re
ir

o-
m

ar
ti

ne
x 

an
d 

B
ru

so
ni

 (
20

17
)

C
og

ni
ti

ve
 fl

ex
ib

ili
ty

o
pe

n-
en

de
d 

re
sp

on
se

s 
to

 
co

gn
it

iv
e 

ta
sk

s
n

vi
vo

m
ad

er
a 

et
 a

l. 
(2

00
9)

C
om

m
un

al
 a

nd
 a

ge
nt

ic
 la

ng
ua

ge
l

et
te

rs
 o

f 
re

co
m

m
en

da
ti

on
l

iw
C

m
ar

ti
n 

(2
01

6)
o

rg
an

iz
at

io
na

l v
al

ue
s

h
an

dw
ri

tt
en

 s
to

ri
es

l
iw

C



302 Campion and Campion

Ta
bl

e 
3.

 
(C

on
ti

nu
ed

)

h
r

 p
ra

ct
ic

e
a

ut
ho

rs
 (

y
ea

r)
a

tt
ri

bu
te

(s
) 

m
ea

su
re

d
t

yp
e 

of
 t

ex
t 

d
at

a
C

a
t

a
 s

of
tw

ar
e

m
oo

re
, l

ee
, K

im
, a

nd
 C

ab
le

 (
20

17
)

se
lf

-v
er

ifi
ca

ti
on

 s
tr

iv
in

g
in

te
rv

ie
w

s
l

iw
C

m
os

s 
et

 a
l. 

(2
01

5)
V

ir
tu

ou
s 

or
ie

nt
at

io
n 

an
d 

en
tr

ep
re

ne
ur

ia
l o

ri
en

ta
ti

on
l

oa
d 

de
sc

ri
pt

io
ns

l
iw

C

m
os

s,
 r

en
ko

, B
lo

ck
, a

nd
 m

ey
sk

en
s 

(2
01

8)
so

ci
al

 v
al

ue
 o

ri
en

ta
ti

on
 a

nd
 e

co
no

m
ic

 
va

lu
e 

or
ie

nt
at

io
n

m
ic

ro
en

te
rp

ri
se

 n
ar

ra
ti

ve
s

l
iw

C

n
ad

ka
rn

i a
nd

 n
ar

ay
an

an
 (

20
05

)
C

og
ni

ti
ve

 s
tr

uc
tu

re
 o

f 
co

gn
it

iv
e 

ab
ili

ty
C

as
e 

an
al

ys
es

n
et

an
al

ys
is

r
ei

ne
ck

e 
an

d 
a

ns
ar

i (
20

15
)

C
lo

ck
-t

im
e 

or
ie

nt
at

io
n

in
te

rv
ie

w
s,

 o
bs

er
va

ti
on

s,
 a

nd
 

ar
ch

iv
al

 d
oc

um
en

ts
n

vi
vo

sh
an

tz
 a

nd
 l

at
ha

m
 (

20
09

)
a

ch
ie

ve
m

en
t 

or
ie

nt
at

io
n

h
an

dw
ri

tt
en

 s
to

ri
es

l
iw

C
w

at
so

n,
 d

ad
a,

 w
ri

gh
t,

 a
nd

 p
er

ri
go

t 
(2

01
9)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

 r
he

to
ri

c
o

rg
an

iz
at

io
na

l n
ar

ra
ti

ve
s

d
iC

t
io

n
w

au
ng

 e
t 

al
. (

20
17

)
im

pr
es

si
on

 m
an

ag
em

en
t 

ta
ct

ic
s

r
es

um
es

 a
nd

 c
ov

er
 le

tt
er

s
l

iw
C

w
ilh

el
m

y,
 K

le
in

m
an

n,
 K

ön
ig

, m
el

ch
er

s,
  

an
d 

t
ru

xi
llo

 (
20

16
)

in
te

rv
ie

w
er

 im
pr

es
si

on
 m

an
ag

em
en

t
in

te
rv

ie
w

s,
 o

bs
er

va
ti

on
s,

 m
em

os
, 

an
d 

ar
ch

iv
al

 d
oc

um
en

ts
a

tl
as

.t
i

p
er

fo
rm

an
ce

 
a

pp
ra

is
al

C
ar

le
y 

(1
99

7)
t

ea
m

 c
og

ni
ti

ve
 m

ap
s

o
pe

n-
en

de
d 

su
rv

ey
 r

es
po

ns
es

a
ut

om
ap

sm
it

he
r 

an
d 

w
al

ke
r 

(2
00

4)
f

av
or

ab
ili

ty
/u

na
ff

or
da

bi
lit

y;
 t

ra
it

/
be

ha
vi

or
 fo

cu
s

C
om

m
en

ts
 f

ro
m

 3
60

-d
eg

re
e 

su
rv

ey
s

d
id

 n
ot

 r
ep

or
t

sp
ee

r 
(2

01
8)

se
nt

im
en

t
p

er
fo

rm
an

ce
 m

an
ag

em
en

t 
na

rr
at

iv
e 

co
m

m
en

ts
r

e
ng

ag
em

en
t

B
ar

le
y 

et
 a

l. 
(2

01
1)

e
m

ai
ls

 a
nd

 e
m

pl
oy

ee
 o

ve
rl

oa
d

in
te

rv
ie

w
s

a
tl

as
.t

i
p

et
ri

gl
ie

ri
 (

20
15

)
id

en
ti

ty
 r

ec
on

st
ru

ct
io

n
in

te
rv

ie
w

s
a

tl
as

.t
i

r
ea

y 
et

 a
l. 

(2
01

7)
C

ha
ng

es
 in

 p
ro

fe
ss

io
na

l r
ol

e 
id

en
ti

ty
in

te
rv

ie
w

s
n

vi
vo

st
an

ko
 a

nd
 B

ec
km

an
 (

20
15

)
B

ou
nd

ar
y 

co
nt

ro
l e

ff
or

ts
in

te
rv

ie
w

s,
 a

rc
hi

va
l d

at
a

n
vi

vo
l

ea
de

rs
hi

p
a

ki
no

la
 e

t 
al

. (
20

18
)

po
si

ti
ve

/n
eg

at
iv

e 
af

fe
ct

 o
f 

de
le

ga
ti

ng
 

ta
sk

s
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

B
lig

h 
et

 a
l. 

(2
00

4)
r

he
to

ri
ca

l c
ha

ra
ct

er
is

ti
cs

 (
op

ti
m

is
m

, 
co

lle
ct

iv
es

, f
ai

th
, p

at
ri

ot
is

m
, 

ag
gr

es
si

on
, &

 a
m

bi
va

le
nc

e)

p
re

si
de

nt
ia

l s
pe

ec
he

s
d

iC
t

io
n

B
ol

in
g 

et
 a

l. 
(2

01
5)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

l
iw

C
B

uy
l e

t 
al

. (
20

19
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

C
ha

tm
an

, C
al

dw
el

l, 
o

’r
ei

lly
, a

nd
 d

oe
rr

 (2
01

4)
f

ir
m

 a
da

pt
ab

ili
ty

o
th

er
 r

at
in

gs
 o

f 
an

nu
al

 r
ep

or
ts

l
iw

C
d

et
er

t 
an

d 
t

re
vi

ño
 (

20
10

)
l

ea
de

r 
in

flu
en

ce
 o

n 
em

pl
oy

ee
 v

oi
ce

in
te

rv
ie

w
s

n
vi

vo
e

ng
el

en
 e

t 
al

. (
20

15
)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n
e

ng
el

en
 e

t 
al

. (
20

16
)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n

f
an

el
li,

 m
is

an
gy

i, 
&

 t
os

i (
20

09
)

C
e

o
 c

ha
ri

sm
at

ic
 v

is
io

ns
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
d

iC
t

io
n

g
rü

hn
, s

tr
es

e,
 f

la
tt

en
, J

ae
ge

r, 
an

d 
B

re
tt

el
 

(2
01

7)
C

e
o

 e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

 
ch

an
ge

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

l
iw

C

h
ar

ri
so

n 
et

 a
l. 

(2
01

9a
)

B
ig

 f
iv

e 
p

er
so

na
lit

y
C

e
o

 e
ar

ni
ng

s 
co

nv
er

sa
ti

on
 

tr
an

sc
ri

pt
s

r

h
ar

ri
so

n 
et

 a
l. 

(2
01

9b
)

B
ig

 f
iv

e 
p

er
so

na
lit

y
C

e
o

 e
ar

ni
ng

s 
co

nv
er

sa
ti

on
 

tr
an

sc
ri

pt
s

r

K
an

g 
an

d 
K

im
 (

20
17

)
C

e
o

 n
ar

ci
ss

is
m

n
ew

s 
ar

ti
cl

es
l

iw
C

K
ei

l, 
m

au
la

, a
nd

 s
yr

ig
os

 (
20

17
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
U

nc
le

ar
, b

ut
 a

do
pt

ed
 

sh
or

t e
t a

l. 
(2

01
0)

 
en

tr
ep

re
ne

ur
ia

l 
or

ie
nt

at
io

n 
di

ct
io

na
ry

l
an

aj
 e

t 
al

. (
20

19
)

C
lo

ut
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

l
ia

ng
 e

t 
al

. (
20

16
)

se
nt

im
en

t
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

m
al

ho
tr

a 
et

 a
l. 

(2
01

8)
C

e
o

 e
xt

ra
ve

rs
io

n
C

e
o

 r
es

po
ns

es
 in

 q
ua

rt
er

ly
 

ea
rn

in
gs

 c
on

fe
re

nc
e 

ca
lls

l
iw

C

m
ca

le
ar

ne
y 

(2
00

6)
l

ea
de

rs
hi

p 
de

ve
lo

pm
en

t 
ch

al
le

ng
es

in
te

rv
ie

w
s

a
tl

as
.t

i
m

cK
en

ny
 e

t 
al

. (
20

13
)

C
e

o
 p

sy
ch

ol
og

ic
al

 c
ap

it
al

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n
o

sb
or

ne
, s

tu
bb

ar
t,

 a
nd

 r
am

ap
ra

sa
d 

(2
00

1)
C

e
o

 m
en

ta
l m

od
el

s
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
w

or
dC

ru
nc

he
r

o
w

en
s 

an
d 

h
ek

m
an

 (
20

12
)

h
um

bl
e 

le
ad

er
sh

ip
in

te
rv

ie
w

s
a

tl
as

.t
i

r
id

ge
 a

nd
 i

ng
ra

m
 (

20
17

)
to

p 
m

an
ag

em
en

t 
te

am
 m

od
es

ty
C

on
fe

re
nc

e 
ca

ll 
tr

an
sc

ri
pt

s
n

vi
vo

; d
iC

t
io

n
sh

or
t 

et
 a

l. 
(2

01
0)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

a
nn

ua
l r

ep
or

ts
d

iC
t

io
n

so
ne

ns
he

in
 (

20
14

)
C

re
at

iv
e 

us
e 

of
 r

es
ou

rc
es

in
te

rv
ie

w
s 

an
d 

ar
ch

iv
al

 
do

cu
m

en
ts

n
vi

vo

t
it

us
, p

ar
ke

r, 
an

d 
C

ov
in

 (
20

19
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

to
eg

el
, K

ild
uf

f, 
an

d 
a

na
nd

 (
20

13
)

e
m

ot
io

n 
he

lp
in

g
in

te
rv

ie
w

s
n

vi
vo

w
ol

fe
 a

nd
 s

he
ph

er
d 

(2
01

5)
e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

t
ur

no
ve

r
f

el
ps

 e
t 

al
. (

20
09

)
Jo

b 
se

ar
ch

 b
eh

av
io

rs
f

oc
us

 g
ro

up
s

a
tl

as
.t

i
f

ol
lm

er
 e

t 
al

. (
20

18
)

m
an

ag
in

g 
pe

rc
ep

ti
on

s 
of

 m
is

fit
in

te
rv

ie
w

s
n

vi
vo

r
ot

ha
us

en
 e

t 
al

. (
20

17
)

id
en

ti
ty

 p
re

di
ct

or
s 

of
 v

ol
un

ta
ry

 
tu

rn
ov

er
in

te
rv

ie
w

s,
 fo

cu
s 

gr
ou

ps
n

vi
vo

sa
jja

di
an

i e
t 

al
. (

20
19

)
a

tt
ri

bu
ti

on
s 

fo
r 

tu
rn

ov
er

o
pe

n-
en

de
d 

su
rv

ey
 r

es
po

ns
es

sp
ss

 m
od

el
er



Using CATA to Inform Employment Decisions 303

Ta
bl

e 
3.

 
(C

on
ti

nu
ed

)

h
r

 p
ra

ct
ic

e
a

ut
ho

rs
 (

y
ea

r)
a

tt
ri

bu
te

(s
) 

m
ea

su
re

d
t

yp
e 

of
 t

ex
t 

d
at

a
C

a
t

a
 s

of
tw

ar
e

m
oo

re
, l

ee
, K

im
, a

nd
 C

ab
le

 (
20

17
)

se
lf

-v
er

ifi
ca

ti
on

 s
tr

iv
in

g
in

te
rv

ie
w

s
l

iw
C

m
os

s 
et

 a
l. 

(2
01

5)
V

ir
tu

ou
s 

or
ie

nt
at

io
n 

an
d 

en
tr

ep
re

ne
ur

ia
l o

ri
en

ta
ti

on
l

oa
d 

de
sc

ri
pt

io
ns

l
iw

C

m
os

s,
 r

en
ko

, B
lo

ck
, a

nd
 m

ey
sk

en
s 

(2
01

8)
so

ci
al

 v
al

ue
 o

ri
en

ta
ti

on
 a

nd
 e

co
no

m
ic

 
va

lu
e 

or
ie

nt
at

io
n

m
ic

ro
en

te
rp

ri
se

 n
ar

ra
ti

ve
s

l
iw

C

n
ad

ka
rn

i a
nd

 n
ar

ay
an

an
 (

20
05

)
C

og
ni

ti
ve

 s
tr

uc
tu

re
 o

f 
co

gn
it

iv
e 

ab
ili

ty
C

as
e 

an
al

ys
es

n
et

an
al

ys
is

r
ei

ne
ck

e 
an

d 
a

ns
ar

i (
20

15
)

C
lo

ck
-t

im
e 

or
ie

nt
at

io
n

in
te

rv
ie

w
s,

 o
bs

er
va

ti
on

s,
 a

nd
 

ar
ch

iv
al

 d
oc

um
en

ts
n

vi
vo

sh
an

tz
 a

nd
 l

at
ha

m
 (

20
09

)
a

ch
ie

ve
m

en
t 

or
ie

nt
at

io
n

h
an

dw
ri

tt
en

 s
to

ri
es

l
iw

C
w

at
so

n,
 d

ad
a,

 w
ri

gh
t,

 a
nd

 p
er

ri
go

t 
(2

01
9)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

 r
he

to
ri

c
o

rg
an

iz
at

io
na

l n
ar

ra
ti

ve
s

d
iC

t
io

n
w

au
ng

 e
t 

al
. (

20
17

)
im

pr
es

si
on

 m
an

ag
em

en
t 

ta
ct

ic
s

r
es

um
es

 a
nd

 c
ov

er
 le

tt
er

s
l

iw
C

w
ilh

el
m

y,
 K

le
in

m
an

n,
 K

ön
ig

, m
el

ch
er

s,
  

an
d 

t
ru

xi
llo

 (
20

16
)

in
te

rv
ie

w
er

 im
pr

es
si

on
 m

an
ag

em
en

t
in

te
rv

ie
w

s,
 o

bs
er

va
ti

on
s,

 m
em

os
, 

an
d 

ar
ch

iv
al

 d
oc

um
en

ts
a

tl
as

.t
i

p
er

fo
rm

an
ce

 
a

pp
ra

is
al

C
ar

le
y 

(1
99

7)
t

ea
m

 c
og

ni
ti

ve
 m

ap
s

o
pe

n-
en

de
d 

su
rv

ey
 r

es
po

ns
es

a
ut

om
ap

sm
it

he
r 

an
d 

w
al

ke
r 

(2
00

4)
f

av
or

ab
ili

ty
/u

na
ff

or
da

bi
lit

y;
 t

ra
it

/
be

ha
vi

or
 fo

cu
s

C
om

m
en

ts
 f

ro
m

 3
60

-d
eg

re
e 

su
rv

ey
s

d
id

 n
ot

 r
ep

or
t

sp
ee

r 
(2

01
8)

se
nt

im
en

t
p

er
fo

rm
an

ce
 m

an
ag

em
en

t 
na

rr
at

iv
e 

co
m

m
en

ts
r

e
ng

ag
em

en
t

B
ar

le
y 

et
 a

l. 
(2

01
1)

e
m

ai
ls

 a
nd

 e
m

pl
oy

ee
 o

ve
rl

oa
d

in
te

rv
ie

w
s

a
tl

as
.t

i
p

et
ri

gl
ie

ri
 (

20
15

)
id

en
ti

ty
 r

ec
on

st
ru

ct
io

n
in

te
rv

ie
w

s
a

tl
as

.t
i

r
ea

y 
et

 a
l. 

(2
01

7)
C

ha
ng

es
 in

 p
ro

fe
ss

io
na

l r
ol

e 
id

en
ti

ty
in

te
rv

ie
w

s
n

vi
vo

st
an

ko
 a

nd
 B

ec
km

an
 (

20
15

)
B

ou
nd

ar
y 

co
nt

ro
l e

ff
or

ts
in

te
rv

ie
w

s,
 a

rc
hi

va
l d

at
a

n
vi

vo
l

ea
de

rs
hi

p
a

ki
no

la
 e

t 
al

. (
20

18
)

po
si

ti
ve

/n
eg

at
iv

e 
af

fe
ct

 o
f 

de
le

ga
ti

ng
 

ta
sk

s
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

B
lig

h 
et

 a
l. 

(2
00

4)
r

he
to

ri
ca

l c
ha

ra
ct

er
is

ti
cs

 (
op

ti
m

is
m

, 
co

lle
ct

iv
es

, f
ai

th
, p

at
ri

ot
is

m
, 

ag
gr

es
si

on
, &

 a
m

bi
va

le
nc

e)

p
re

si
de

nt
ia

l s
pe

ec
he

s
d

iC
t

io
n

B
ol

in
g 

et
 a

l. 
(2

01
5)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

l
iw

C
B

uy
l e

t 
al

. (
20

19
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

C
ha

tm
an

, C
al

dw
el

l, 
o

’r
ei

lly
, a

nd
 d

oe
rr

 (2
01

4)
f

ir
m

 a
da

pt
ab

ili
ty

o
th

er
 r

at
in

gs
 o

f 
an

nu
al

 r
ep

or
ts

l
iw

C
d

et
er

t 
an

d 
t

re
vi

ño
 (

20
10

)
l

ea
de

r 
in

flu
en

ce
 o

n 
em

pl
oy

ee
 v

oi
ce

in
te

rv
ie

w
s

n
vi

vo
e

ng
el

en
 e

t 
al

. (
20

15
)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n
e

ng
el

en
 e

t 
al

. (
20

16
)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n

f
an

el
li,

 m
is

an
gy

i, 
&

 t
os

i (
20

09
)

C
e

o
 c

ha
ri

sm
at

ic
 v

is
io

ns
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
d

iC
t

io
n

g
rü

hn
, s

tr
es

e,
 f

la
tt

en
, J

ae
ge

r, 
an

d 
B

re
tt

el
 

(2
01

7)
C

e
o

 e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

 
ch

an
ge

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

l
iw

C

h
ar

ri
so

n 
et

 a
l. 

(2
01

9a
)

B
ig

 f
iv

e 
p

er
so

na
lit

y
C

e
o

 e
ar

ni
ng

s 
co

nv
er

sa
ti

on
 

tr
an

sc
ri

pt
s

r

h
ar

ri
so

n 
et

 a
l. 

(2
01

9b
)

B
ig

 f
iv

e 
p

er
so

na
lit

y
C

e
o

 e
ar

ni
ng

s 
co

nv
er

sa
ti

on
 

tr
an

sc
ri

pt
s

r

K
an

g 
an

d 
K

im
 (

20
17

)
C

e
o

 n
ar

ci
ss

is
m

n
ew

s 
ar

ti
cl

es
l

iw
C

K
ei

l, 
m

au
la

, a
nd

 s
yr

ig
os

 (
20

17
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
U

nc
le

ar
, b

ut
 a

do
pt

ed
 

sh
or

t e
t a

l. 
(2

01
0)

 
en

tr
ep

re
ne

ur
ia

l 
or

ie
nt

at
io

n 
di

ct
io

na
ry

l
an

aj
 e

t 
al

. (
20

19
)

C
lo

ut
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

l
ia

ng
 e

t 
al

. (
20

16
)

se
nt

im
en

t
o

pe
n-

en
de

d 
su

rv
ey

 q
ue

st
io

ns
l

iw
C

m
al

ho
tr

a 
et

 a
l. 

(2
01

8)
C

e
o

 e
xt

ra
ve

rs
io

n
C

e
o

 r
es

po
ns

es
 in

 q
ua

rt
er

ly
 

ea
rn

in
gs

 c
on

fe
re

nc
e 

ca
lls

l
iw

C

m
ca

le
ar

ne
y 

(2
00

6)
l

ea
de

rs
hi

p 
de

ve
lo

pm
en

t 
ch

al
le

ng
es

in
te

rv
ie

w
s

a
tl

as
.t

i
m

cK
en

ny
 e

t 
al

. (
20

13
)

C
e

o
 p

sy
ch

ol
og

ic
al

 c
ap

it
al

l
et

te
rs

 t
o 

sh
ar

eh
ol

de
rs

d
iC

t
io

n
o

sb
or

ne
, s

tu
bb

ar
t,

 a
nd

 r
am

ap
ra

sa
d 

(2
00

1)
C

e
o

 m
en

ta
l m

od
el

s
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
w

or
dC

ru
nc

he
r

o
w

en
s 

an
d 

h
ek

m
an

 (
20

12
)

h
um

bl
e 

le
ad

er
sh

ip
in

te
rv

ie
w

s
a

tl
as

.t
i

r
id

ge
 a

nd
 i

ng
ra

m
 (

20
17

)
to

p 
m

an
ag

em
en

t 
te

am
 m

od
es

ty
C

on
fe

re
nc

e 
ca

ll 
tr

an
sc

ri
pt

s
n

vi
vo

; d
iC

t
io

n
sh

or
t 

et
 a

l. 
(2

01
0)

e
nt

re
pr

en
eu

ri
al

 o
ri

en
ta

ti
on

a
nn

ua
l r

ep
or

ts
d

iC
t

io
n

so
ne

ns
he

in
 (

20
14

)
C

re
at

iv
e 

us
e 

of
 r

es
ou

rc
es

in
te

rv
ie

w
s 

an
d 

ar
ch

iv
al

 
do

cu
m

en
ts

n
vi

vo

t
it

us
, p

ar
ke

r, 
an

d 
C

ov
in

 (
20

19
)

C
e

o
 e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

to
eg

el
, K

ild
uf

f, 
an

d 
a

na
nd

 (
20

13
)

e
m

ot
io

n 
he

lp
in

g
in

te
rv

ie
w

s
n

vi
vo

w
ol

fe
 a

nd
 s

he
ph

er
d 

(2
01

5)
e

nt
re

pr
en

eu
ri

al
 o

ri
en

ta
ti

on
l

et
te

rs
 t

o 
sh

ar
eh

ol
de

rs
l

iw
C

t
ur

no
ve

r
f

el
ps

 e
t 

al
. (

20
09

)
Jo

b 
se

ar
ch

 b
eh

av
io

rs
f

oc
us

 g
ro

up
s

a
tl

as
.t

i
f

ol
lm

er
 e

t 
al

. (
20

18
)

m
an

ag
in

g 
pe

rc
ep

ti
on

s 
of

 m
is

fit
in

te
rv

ie
w

s
n

vi
vo

r
ot

ha
us

en
 e

t 
al

. (
20

17
)

id
en

ti
ty

 p
re

di
ct

or
s 

of
 v

ol
un

ta
ry

 
tu

rn
ov

er
in

te
rv

ie
w

s,
 fo

cu
s 

gr
ou

ps
n

vi
vo

sa
jja

di
an

i e
t 

al
. (

20
19

)
a

tt
ri

bu
ti

on
s 

fo
r 

tu
rn

ov
er

o
pe

n-
en

de
d 

su
rv

ey
 r

es
po

ns
es

sp
ss

 m
od

el
er



304 Campion and Campion

(peltokorpi & Vaara, 2014, p. 601). analyzing interview transcripts of more 
than 130 mnC employees, they found that a focus on language proficiency in 
hiring can aid in knowledge transfer as well as make communication and network 
building easier. however, they also found that it can be counterproductive to 
knowledge transfer due to weaker host-country embeddedness and identification. 
in the second recruitment paper, Banks et al. (2019) tested how the strength 
of recruitment signals varied across domestic and international organizational 
websites. they text mined and analyzed data from 162 organizational websites 
across 21 countries using nlp to identify themes. they found that mnCs tend 
to standardize across countries and that differences did not depend on culture.

these two studies showed how text mining can help to improve recruiting mes-
sages, including features of recruiting messages that may not have been observed 
without text analysis. Using Cata to understand recruitment signals may also 
make culture differences in recruitment methods easier to assess.

sELEctIoN
of the 66 studies, 28 were in the context of, or directly relevant to, selection. 
these could be additionally broken into three subcategories of attributes 
measured: individual skills, personality or orientations, and organizational or job 
characteristics. skills were evaluated in a number of ways. for example, Campion, 
Campion, Campion, and reider (2016) used text mining with nlp to measure 
several job-related skills (communication, critical thinking, people, leadership, 
managerial, and factual knowledge) based on accomplishment records in a hiring 
context. Clark, li, and shepherd (2018) measured cognitive effort with think-
aloud protocols, and Crilly (2017) used open-ended survey responses to capture 
analytic thinking and cognitive processing. finally, nadkarni and narayanan 
(2005) examined cognitive structure and cognitive ability by using network analyses.

several studies also examined orientations or personality. for example, Josefy, 
dean, albert, and fitza (2017), assessed entrepreneurial orientation of aspiring 
entrepreneurs in online crowdfunding campaigns. these scholars used the entre-
preneurial orientation dictionary originally developed by short et al. (2010) (see 
leadership section below). moss, neubaum, and meyskens (2015) also used this 
dictionary to assess entrepreneurial orientation, but did so with loan descriptions. 
similarly, Chen and latham (2014) and shantz and latham (2009) measured 
achievement by using the achievement dictionary in liwC to analyze open-
ended survey questions and handwritten stories, respectively. others in this cate-
gory included madera, hebl, and martin (2009) who measured characteristics of 
candidates (communal versus agentic traits) in letters of recommendation using 
liwC, and waung, mcauslan, dimambro, and mięgoć (2017) who assessed the 
types of impression management tactics candidates used in resumes and cover 
letters. waung et al. found evidence of eight impression management categories: 
superlative use, adjective use, reference to fit, enhancement or entitlement, credit 
to external sources, individual ingratiation, institutional ingratiation, and outlook 
or values.
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a few studies examined job or organizational characteristics relevant to 
employment. for example, gibson, gibbs, stanko, tesluk, and Cohen (2011) used 
the Cata to search for keywords in interview transcripts to capture variables 
related to virtual job characteristics (e.g., perceptions of electronic dependency 
and copresence, defined as “the subjective perception of closeness versus dis-
tance,” p. 1484). in doing so, they expanded the traditional job characteristics 
model (hackman & oldham, 1975) to include virtual characteristics of modern 
work. meanwhile, martin (2016) examined how recent hires learned organiza-
tional values by using a “values” dictionary in liwC to content analyze stories 
written by recent hires to illustrate the organization’s values.

taken together, results from these studies suggest that text data analyzed 
using Cata might be valuable for personnel selection. for example, this research 
identifies new constructs that may have implications for hiring such as commu-
nal traits that might predict team cohesion and agentic traits that might predict 
team performance (madera et al., 2009). these studies also highlight how less 
traditional measures (e.g., storytelling) offer an opportunity to capture candidate 
personality traits without being as susceptible to social desirability in responses. 
shantz and latham (2009) also showed that we may be able to analyze stories and 
draw out achievement orientations regardless of writing quality. finally, solicit-
ing descriptions of past behavior from potential candidates that illustrates their 
values (or write descriptions of how they embody the company’s values) could be 
a useful assessment tool (martin, 2016).

PErforMANcE MANAgEMENt
three studies used Catabin the context of, or directly relevant to performance 
management. in the first article, smither and walker (2004) analyzed the favora-
bleness and the trait versus behavioral nature of comments in 360 ° surveys. they 
found that those who received a small number of unfavorable comments were able 
to improve their performance appraisal scores a year later. in the second study, speer 
(2018) text mined performance management narrative comments using r to analyze 
the sentiment of the comments. speer (2018) wrote, “the derived narrative scores 
were reliable across years, converged with traditional numerical ratings and explained 
incremental variance in future performance outcomes (performance ratings, invol-
untary turnover, promotions, and pay increases)” (p. 299). in the last article, Carley 
(1997) assessed team cognitive maps using open-ended survey responses and found 
that members of successful teams tend to have more commonly shared mental maps.

taken together, two studies found great value in using the narrative com-
ments associated with numerical performance management feedback that often 
go unanalyzed and may be more candid than numerical ratings. speer’s (2018) 
findings are particularly relevant to practice because examination of these non-
quantitative data may help to improve criterion measurement during assessment 
development and validation. moreover, Carley’s study presents an alternative way 
to assess teams by identifying potential areas of conflict due to poor commu-
nication (poor shared mental model) enabling leaders to help members manage 
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their team’s performance. finally, although smither and walker’s study focused on 
how managers responded to narrative feedback, it suggests indirectly that managers 
may differ in their receptiveness to feedback, which could potentially be an attribute 
assessed at time of hire. it also demonstrates a possible use of an important perfor-
mance appraisal technique that tends to solicit a significant amount of written text 
that can be analyzed and used more effectively and quickly with the help of Cata.

ENgAgEMENt
four studies examined employee engagement using Cata. two of the studies 
focused on organizational norms and policies. Barley, meyerson, and grodal 
(2011) assessed the impact of work emails on employee overload and found that 
there were a number of distinct norms and emotions interviewees felt about email 
such as feeling the need to respond immediately upon receiving an email, respond-
ing at night, and fear of falling behind, to name a few. meanwhile, stanko and 
Beckman (2015) analyzed how organizations exert control on employee technol-
ogy use for non-work purposes to enhance workplace engagement. these scholars 
found that organizations enact policies both formal and informal to manage the 
boundaries between employees’ work and home life in a sample of navy personnel. 
in the other two studies relevant to engagement, the researchers examined identity. 
petriglieri (2015) assessed how executives at British petroleum reconstructed their 
organizational identities after the gulf spill and found that they developed path-
ways to resolve ambivalence with their organization to successfully rebuild their 
organizational identities and re-engage. meanwhile, reay, goodrick, waldorff, 
and Casebeer (2017) studied how physicians changed and developed new organiza-
tional identities facilitated by other social actors within the organizations.

Because Cata can approach topics inductively, it allows scholars to gener-
ate frameworks regarding workplace cultures (norms) that could otherwise be 
neglected by imposing existing measures, thus pinpointing an important contri-
bution of Cata to engagement research. stanko and Beckman’s study, in partic-
ular, demonstrated how using Cata can improve how we conceptualize certain 
hr practices. their grounded theory approach allowed for the emergence of 
boundary control techniques centered on cultivating and maintaining employee 
attention that we would not have known otherwise had they used more top-down 
methods (e.g., established likert-type measures). further, measuring the exist-
ence of a policy and whether behaviors differ before and after implementation are 
an important part of the story. stanko and Beckman were able to demonstrate 
how these policies changed employee behaviors providing additional insight into 
an important hr practice area.

LEAdErsHIP
of the 66 studies relevant to employment, 28 measured leadership variables or 
processes. similar to Cata research on selection, the leadership research can be 
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additionally broken down into subcategories: leader language, leader behaviors, 
and leader characteristics. leader language included one study. in this study, Bligh 
et al. (2004) examined the rhetorical characteristics (optimism, collectives, faith, 
patriotism, aggression, and ambivalence) of 74 speeches by president george w. 
Bush before and after 9/11 and found that the rhetoric changed post-9/11.

research on leader behaviors ranged from delegation and gender differences 
in sentiment regarding delegation (akinola, martin, & phillips, 2018) to leader 
clout or confidence (lanaj, foulk, & erez, 2019). for example, liang et al. (2016) 
analyzed the sentiment of written descriptions of recalled interactions between 
subordinated and supervisors to assess abusive supervision. further, owens and 
hekman (2012) conducted a grounded theory study to extract behaviors that rep-
resented humble leaders and found that “leader humility involves leaders mod-
eling to followers how to grow and produce positive organizational outcomes by 
leading followers to believe that their own developmental journeys and feelings of 
uncertainty are legitimate” (p. 787).

researchers have also used Cata to measure leader characteristics. the 
most popular characteristic, thus far, has been entrepreneurial orientation. short  
et al. (2010) first used Cata to measure entrepreneurial orientation by develop-
ing a dictionary for the construct using Ceo letters to shareholders. many other 
research teams have utilized short et al. (2010) entrepreneurial orientation diction-
ary or a modified version of it to assess this characteristic in Ceos or entrepre-
neurs (e.g., Boling, pieper, & Covin, 2015; engelen, neumann, & schwens, 2015; 
engelen et al., 2016; wolfe & shepherd, 2015). similarly, harrison, thurgood, 
Boivie, and pfarrer (2019a; 2019b) illustrated how to use archival information 
to measure historically difficult-to-access samples (e.g., Ceos). in their studies, 
they developed an algorithm to assess the Big five personality traits of Ceos 
and found that Ceo personality was related to firm performance. furthermore, 
malhotra, reus, Zhu, and roelofsen (2018) measured the extraversion of Ceos 
based on their spoken responses to questions using liwC and found that extra-
verted Ceos were more likely to acquire other companies.

finally, researchers have also used Cata to understand leader influence. in 
their study, detert and treviño (2010) analyzed interviews with employees across 
organizational levels to understand how leaders (direct supervisors and skip-level 
supervisors) influence whether and how employees engage in voice behaviors. 
they found that direct supervisors influence employees’ likelihood of speaking up 
at work, but also that skip-level managers additionally influenced the likelihood 
of speaking up, especially if  an employee perceived that voicing an opinion would 
be futile. often the distance between lower-level workers and upper-level manag-
ers appears too great of a distance to traverse for both parties. with differing 
goals and organizational knowledge, lower-level workers may feel unheard and 
upper-level managers may feel out-of-touch with what employees need or want.

notably, not all leadership studies focused on leader behaviors or influence. 
one study used Cata to capture challenges to leadership development, which 
is relevant to organizations that run leader development programs or struggle 
with succession management. in this study, mcalearney (2006) used grounded 
theory to identify high-level leadership development challenges: industry lag, 
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representativeness, professional conflict, time constraints, technical hurdles, and 
financial constraints.

in all, findings from research using Cata to measure leadership highlight 
potential uses for employment staffing as well as a way to enhance our basic 
understanding of leadership. for example, in their study, malhotra et al. (2018) 
showed that extraverts used more words in spoken responses suggesting that 
answer length is a potential additional measure of extraversion in candidate 
assessments. moreover, leaders appear to use certain types of linguistic features 
(e.g., Bligh et al., 2004; lanaj et al., 2019) and it could be useful in research and 
practice to use automated text analysis to assess the rhetorical skills of applicants. 
finally, several studies demonstrated alternative ways to assess personality that 
are less vulnerable to faking (e.g., harrison et al., 2019a, 2019b).

turNoVEr
four studies in our review examined constructs relevant to turnover. three stud-
ies used a grounded theory approach while one used machine learning to develop 
a model to predict turnover. follmer, talbot, Kristof-Brown, astrove, and 
Billsberry (2018) unfolded a process model of  how perceptions of  misfit influ-
ence adaptive strategies (e.g., voluntary turnover), while rothausen, henderson, 
arnold, and malshe (2017) examined how identity predicts turnover. felps  
et al. (2009) analyzed focus group transcripts and generated a list of  job search 
behaviors. they found that the frequency of  words associated with job search 
behaviors was related to job embeddedness, commitment, and satisfaction, 
which suggests that word choices of  employees (that could be collected in many 
ways) may predict individual turnover intentions. finally, sajjadiani, sojourner, 
Kammeyer-mueller, and mykerezi (2019) trained a model to assess applicant 
work history from more than 35,000 resumes and open-ended responses using 
supervised machine learning to predict turnover among school teachers. this 
is a modern-day version of  using weighted application blanks and biographi-
cal data, which has a history of  validity for predicting turnover (e.g., reilly & 
Chao, 1982).

taken together, these studies demonstrate a number of important uses of 
Cata to help companies predict and manage turnover. for example, rothausen 
et al. (2017) focus on procedures for validating qualitative research from 
silverman and marvasti (2008, pp. 257–270) (i.e., refutability, constant compari-
son, comprehensive data treatment, deviant-case analysis, and respondent valida-
tion) show that alternative types of validation appropriate for qualitative data 
may be very important if  using Cata for hiring, given the need to demonstrate 
job relatedness. furthermore, felps’s study shows how job search behaviors may 
augment the prediction of collective turnover beyond engagement survey ratings 
by analyzing the written comments. finally, sajjadiani et al. (2019) study shows 
how researchers and organizations have underutilized applicant work history as 
relevant to predicting turnover. it is likely that work history and other relevant 
applicant information are able to predict potential turnover at time of hire.
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suMMAry
we derived eight key takeaways on the use and value of Cata across hr practices.

Takeaway #1

Cata has helped identify new constructs that might be useful for building 
assessments for hiring decisions. this is not only because Cata allows for the 
analysis of new information (qualitative data), but also because Cata is typically 
used inductively with the expressed purpose of identifying unknown underlying 
constructs. for example, short et al.’s (2010) development of an entrepreneurial 
orientation dictionary demonstrated that there were key linguistic features that 
differentiate those who are more or less entrepreneurially oriented. for additional 
examples, see rothausen et al.’s (2017) work on identity and follmer et al.’s (2018) 
work on perceptions of fit above.

Takeaway #2

Cata has made a significant impression in the leadership literature where 28 
of the 66 studies in our review relevant to employment examined leadership. 
each of these studies supports the notion that the language leaders use is an 
important influence mechanism. similar to entrepreneurial orientation, the 
realization that there were linguistic differences among leaders and between 
leaders and subordinates is a notable contribution of Cata. moreover, research 
on leadership and leader influence using grounded theory (e.g., detert & treviño, 
2010) show that primary interviews and other qualitative data collection methods 
and using Cata to analyze the data can reveal important and previously ignored 
leader influences on employee behavior. finally, studies such as mcalearney’s 
(2006), which focused on challenges to leadership development, bear on criterion 
measurement for those in leadership positions. this suggests job performance for 
the managers in this organization (health care) can be constrained by a range of 
situational factors (peters & o’Connor, 1980).

Takeaway #3

there has been much less focus on Ksas than os. with few exceptions, Cata 
has been used to identify personality traits and behavioral orientations, with 
little research on using Cata to identify knowledge, skills, and abilities (for 
exceptions, see Campion et al., 2016; nadkarni & narayanan, 2005). this is a 
missed opportunity because Ksas are much more predictive of job performance 
(e.g., schmidt & hunter, 1998) and could potentially be measured well because 
Ksas are more definable, objective, and verifiable. there are also several other 
employment-related studies that allude to important employment-related 
considerations. results from gibson’s study on virtual job characteristics could 
improve selection determinations as elements of virtual labor may be prohibitive 
for certain types of candidates. for example, job applicants may differ on their 
need for copresence, which has implications for their ability to manage the 
isolation often associated with virtual work.
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the extraction of constructs using Cata also highlights the hierarchical 
nature of many construct domains. nearly half  of the Cata studies found that 
the constructs were hierarchically organized with primary, secondary, and even 
higher-levels of aggregation coding needed. it is well known that Ksaos are 
hierarchically organized (e.g., as recognized in the comprehensive taxonomies in 
o*net; peterson et al., 2001), and Cata can help researchers understand the 
hierarchical nature of new construct domains. moreover, the hierarchical nature 
of Ksaos is important practically and theoretically because it means Ksaos are 
often highly related empirically and so precise matching to job requirements is 
less necessary than validation guidelines imply.

Takeaway #4

Cata exploits a range of data accessible and applicable to the employment context 
and can be done at a low cost. specifically, Cata identifies a “new” type of data 
to be analyzed. of course, text data are not “new,” but are often considerably time-
consuming to analyze and challenging to validate. as such, more automated text 
analysis methods allow researchers to take advantage of previously underutilized 
or unscored data such as narrative information in applications (e.g., personal 
statements, performance narratives). Because Cata provides an opportunity for 
organizations to exploit text data, organizations are able to derive more value 
from assessment information at a lesser cost. for example, speer (2018), who 
text mined and analyzed the sentiment of performance management narrative 
comments astutely wrote:

[…] inclusion of narrative comments will result in (a) increases in total information and 
reliability, which is expected to occur across appraisal settings. in addition, in contexts where 
narratives are not explicitly linked to distributive outcomes (e.g., pay), narratives are likely to 
(b) exhibit a reduced amount of variance attributable to rater bias … it is pertinent to note 
that motivation to distort will also likely exist. for example, just as a lower traditional rating 
could lead to an unpleasant confrontation with a subordinate, negative comments could 
also spur unpleasant interactions that promote avoidance motivations … however, whereas 
this may occur for both mediums in likely equal probability, traditional narrative ratings are 
substantially more likely to be explicitly tied to distributive outcomes than narrative comments 
are, and therefore more likely to be affected by leniency bias. (pp. 304–306)

this chapter is particularly useful for employment because it demonstrates the 
potential to gather candid information in addition to ratings to improve job per-
formance criterion measurement for assessment development and validation.

furthermore, Campion et al. (2016) showed that training a model to score 
assessment records (e.g., narratives of past accomplishments) saved one organi-
zation at least $163,000 annually because it replaced human assessors. in this 
organization, three human assessors were used to score each candidate’s narra-
tive application information creating substantial costs during the selection pro-
cess. By training a model against human ratings, Campion et al. (2016) illustrated 
how cost-saving Cata could be. due to the reduced cost of evaluating narra-
tive information, Cata may be a key to reducing adverse impact. researchers 
can use Cata assessments that are valid yet show lower subgroup differences 
than mental ability tests, but are usually not used for large scale screenings of 
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candidates due to high administrative costs, such as automated interviews and 
accomplishment records (Campion et al., 2016; ployhart & holtz, 2008) (see 
below for more information on Cata and adverse impact).

Takeaway #5

scholars who have employed Cata have largely done so using very simple 
software, often, if  not usually, conducting sentiment analysis based on existing 
dictionaries or manual content analysis with the assistance of software that 
merely manages and facilitates the manual sorting and coding of qualitative data 
(e.g., nvivo or diCtion). of the 324 empirical articles in this review, 22 used 
advanced text analytics (i.e., supervised or unsupervised machine learning). of 
these, four were directly relevant to employment: Banks et al. (2019); Campion  
et al. (2016); harrison et al. (2019a, 2019b); and sajjadiani et al. (2019). all of 
these studies illustrated benefits with massive appeal to organizations and scholars 
alike. for example, they showed how these approaches and novel uses of available 
data can help inform and improve recruiting messages. these studies also show 
how the field has a substantial opportunity to use the more sophisticated Cata 
software that applies nlp to realize the benefits of Cata for employment 
research and decisions. the more sophisticated software programs have only 
recently become widely available (and affordable). this, plus the increasing 
recognition of the value of Cata, will likely result in an explosion of research 
using these methods in the next decade.

Takeaway #6

due to the unobtrusiveness of some text data collection, we suspect that we may 
be able to significantly reduce opportunities and instances of faking in employ-
ment assessments. that is, prompting open-ended responses with little indication 
of what is being measured may provide a distinct advantage over the sometimes 
transparent likert-type scales. narrative information may be more difficult to 
fake because candidates only provide information based on a prompt and the 
computer scores it (e.g., measuring personality based on descriptions of past 
work behavior) as opposed to the candidates scoring themselves (e.g., self-report 
personality tests where candidates can decipher which responses give the highest 
scores). for example, waung et al. (2017) used Cata to examine the types of 
impression management tactics candidates employed across resumes and cover 
letters by examining impression management-related words. as resumes and 
cover letters are hallmarks of the application process, the ability to quickly deter-
mine their level of impression management may be informative for employment 
decision makers.

Takeaway #7

finally, limited research has been conducted on the topic of subgroup differences 
using Cata. we found only four studies that examined subgroup differences. in a 
study of the extent to which managers of different genders delegate, akinola et al. 
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(2018) found that women were more likely to associate having to delegate with 
greater negative affect than men. in a study using text mining of applicant accom-
plishments, Campion et al. (2016) found that scoring essays with a supervised 
algorithm introduced no additional adverse impact than what was in the human 
ratings. they suggested that computer scoring against assessor scores should only 
produce adverse impact if  there is already adverse impact in the assessor scores 
since the computer is simply modeling the assessors because text mined variables 
are only retained if  they predict assessor scores. however, this should be the focus 
of future research because Cata variables may still capture ancillary variance 
associated with subgroup differences.

in another example, Kanze, huang, Conley, and higgins (2018) examined why 
male entrepreneurs raise more funding and found that investors ask female entre-
preneurs more prevention-focused questions and ask males entrepreneurs more 
promotion-oriented questions. this type of study might be used to determine 
whether and why recruiters ask female candidates different questions than male 
candidates. finally, madera et al. (2009) measured characteristics of candidates 
(communal versus agentic traits) in letters of recommendation using liwC and 
their own dictionary. the purpose of the study was to examine subgroup differ-
ences and they found that female candidates were described in more communal 
terms while male candidates were described in more agentic terms. nevertheless, 
measuring communal and agency traits might be useful for hiring employees, with 
each more or less relevant to different job requirements. for example, communal 
traits might predict teamwork or citizenship performance, while agentic might 
predict task performance. however, the gender differences they found suggests 
that letter of references, if  used, may create adverse impact if  selection decisions 
emphasize agency.

there are a few final considerations regarding Cata and adverse impact that 
require our attention. Based on our understanding of current professional prac-
tice, as well as presentations at recent professional conferences (e.g., walmsley, 
2019), adverse impact is often observed when machine learning (including Cata) 
is applied to selection information (such as applications). yet, there are several 
possible solutions to help address this:

1. when building models (e.g., retaining text mined variables) based on how well 
they predict criteria, the models should not show subgroup differences if  the 
criteria do not show such differences, as was noted in Campion et al. (2016), 
although that should be confirmed by future research. however, this approach 
may not be helpful in many contexts because subgroup differences exist in 
many job-related Ksaos and performance in many jobs, so the criteria used in 
the modeling will show differences. in those situations, the researcher should 
instead evaluate whether using Cata creates any additional adverse impact 
beyond what already exists in the criteria.

2. deny the computer from mining any information that might be illegal (e.g., 
race, gender, and age information). of course, this includes the consideration 
of protected categories directly (discrimination), but it also includes indirect 
consideration from systematic error due to contamination by non-job-related 
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variance. an example of the latter that might be of special concern to Cata 
is the influence of writing skill when that is not job related. this might 
also include information that is associated with these protected categories  
(e.g., name of school attended). only allowing the computer to consider 
information that is demonstrably job-related should avoid this concern (e.g., 
Campion et al., 2016). note that machine learning (Cata included) is some-
times used to discover job-related variables, so the modeling cannot be based 
only on known job-related variables. in those cases, the researchers must 
ensure that the criterion used to retain the variables is job related and bias-free, 
as noted above, which will probably be based on content validity and other 
rational judgments or rely on one of the empirical approaches below.

3. Correlate the variables extracted by the computer with race and gender, and 
eliminate those variables that show differences. while useful, this approach 
has potential validity costs. as commonly observed in employment testing, 
the items with the largest race differences are often the most valid items, so 
eliminating them reduces validity (ployhart & holtz, 2008).

4. program the algorithm to not have subgroup differences. this may potentially 
be tantamount to within-group norming, which is illegal based on the Civil 
rights act of 1991. in other words, adjusting test scores to make them equal 
across protected subgroups is illegal because it explicitly considers subgroup 
membership.

obsErVAtIoNs oN cAtA froM otHEr dIscIPLINEs
while management scholars are not necessarily Cata novices, our collective use 
of more advanced techniques remains relatively nascent. as such, we briefly turn 
to related disciplines to identify any lessons that could prove useful for manage-
ment Cata researchers. the vast literature on machine learning was not directly 
relevant because it did not focus on human attributes and usually not on text 
data; however, a number of potentially insightful observations emerged.

first, machine learning research outside management often includes quantitative 
and text variables and management scholars should therefore not limit themselves 
to text data and Cata applications of machine learning. Quantitative variables 
can be included in the same computer algorithms as the text-mined variables. 
most often, the text-mined variables are converted into quantitative variables and 
included in the statistical model (like in a regression). in the case of assessment 
for staffing, other data might include application material such as years of work 
experience, years of education, grades, or even test scores or other assessment 
information.

second, the focus in the other literatures on prediction of outcomes over 
construct validity reveals that there are many other statistical models that might 
improve prediction. the management literature is unnecessarily narrow in its near 
sole reliance on ordinal least squares regression. examples of other regression 
models available include logistic regression (for dichotomous criteria), cox regres-
sion (for hazard models), autoregressive integrated moving-average model (for 
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time series), discriminant analysis (for distinguishing between groups), poisson 
regression (for low probability events), and gamma regression (for strictly posi-
tive but low data ranges). there are plenty of alternatives to regression in machine 
learning, as well, including cluster analyses (k-means), classification models (deci-
sion trees, support vector machines, nearest neighbor, etc.), neural networks, and 
Bayesian networks. some of these techniques have been used in the management 
literature, but they are not as common. they may have advantages for improving 
the prediction of outcomes like job performance or turnover in hr management.

third, the range of outcomes predicted in those other literatures might give 
ideas as to the broader applicability of these techniques. for example, research 
predicting customer behaviors from customer reviews (Bilro, loureiro, & 
guerreiro, 2019) may have insights for how to build and maintain employee loy-
alty and strengthen their brand identification (e.g., organizational reputation). 
interestingly, a study of amazon customer reviews showed that sentiment of 
reviews can be contagious and influence perceptions of how helpful a review 
is (felbermayr & nanopoulos, 2016). although emotional contagion has been 
demonstrated in employment (e.g., totterdell, 2000), few studies have assessed 
the impact of allowing employees to share views on various company topics  
(e.g., new policies). furthermore, researchers in management tend to only look at 
job performance as a continuum, such as on a 5-point performance scale. those 
in other literatures commonly predict specific categories (e.g., the likelihood some-
one will be rated a 5). likewise, they would be more likely to try to predict sub-
dimensions of job performance as opposed to just the overall composite like we do 
in management. teasing apart the criterion in these ways can often lead to useful 
insights and predictions, as long as we properly attend to issues of capitalization 
on chance and spurious findings. the concept of “data mining” and its search for 
any and all possible relationships in the data may feel like a retreat to the “dust-
bowl empiricism” days in management research, but proper statistical treatment 
and more focus on construct validity should attenuate those concerns.

fourth, researchers in other fields will often make adjustments to the distribu-
tions of the data, including trimming and imputing data, and using assumed distri-
butions. management researchers tend to view the actual data collected as the best 
representation of the true phenomenon to be modeled or predicted, but these are 
usually convenience samples with known statistical limitations (e.g., range restric-
tion, missing data, skew). as with relying on meta-analytic estimates of validity as 
opposed to performing a local validation where statistical limitations reduce the 
chances of finding validity, sometimes it is best to create a computer model based 
on the likely distribution rather than relying solely on available distributions with 
known problems. this is especially the case in the early stages of the research when 
the focus is on whether something “could” work as opposed to “will” work. this 
is much like conducting a lab study on a phenomenon to demonstrate its potential 
existence, and then following up with a field study to evaluate generalizability.

data scientists will also use mathematical techniques to help solve problems 
with data distributions. as a specific example, the second author was asked to 
review a machine learning project for hiring at a large organization. the model 
used application information to predict recruiter decisions and subsequent job 
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performance. the problem the company faced was that, due to minimum quali-
fications, there is almost no variance in such variables and certain candidate 
characteristics would be almost completely missing from data. for example, the 
possession of a college degree is likely a minimum qualification for hiring soft-
ware engineers and therefore no one is without such a qualification, making it 
difficult to use this type of construct for prediction. this company addressed the 
problem by using “inverse propensity weighting” wherein the model weights were 
adjusted to over-count the small sample of those hired without degrees.

finally, the broader machine learning literature shows that the sources, styles, 
and amount of data are seemingly endless. as noted previously, these techniques 
have broad applicability and include data we have historically ignored as being 
useful for the purposes of traditional hrm topics (e.g., tweets, online reviews). 
furthermore, the capacity of operating systems to process and manage huge 
amounts of data should reduce our apprehension about these data sources. for 
example, one study we found while examining research in other literatures text 
mined more than 1.7 million tweets to analyze the sentiment of particular brands 
(e.g., Comcast) (liu, Burns, & hou, 2017). while Cata research in management 
has used a wide range of text data sources, we are hopeful for future studies to 
take advantage of additional untapped data sources (such as tweets).

cHALLENgEs IN tHE usE of tExt ANALysIs  
IN EMPLoyMENt

Broadly speaking, Cata is challenging for those inside and outside of manage-
ment. to assist researchers and organizations that are considering the use of 
Cata to improve scholarship and employment processes, we discuss some of the 
challenges at each stage below. we end this chapter with a list of recommenda-
tions on how to address or prevent such challenges.

1. Identifying viable applications. Because there are many potential Cata uses, 
this decision requires a number of considerations. for example, if  text data 
do not currently exist (e.g., on applications or employee records), then deter-
mining whether and how it will be collected is primary. is the textual data 
collected likely to contain information on job-related constructs? if  not, could 
the data collected be modified? for example, in the context of hiring, could the 
application be modified to ensure it collects relevant information (e.g., details 
on past job tasks, courses taken in school, evidence of claimed special skills, 
etc.), could questions be asked that require narrative descriptions (e.g., past 
work behavior or accomplishments), and can the application process be modi-
fied to require completing a standardized application as opposed to accepting 
resumes as sufficient to apply? moreover, whether the data collection is proc-
tored or unproctored has implications in a hiring context because candidates 
may receive help with their answers or their writing when unproctored.

  in addition to ensuring the quality of the content of the textual data, 
there are several statistical challenges such as ensuring that there is enough 
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variability in the data to be useful for selection. young candidates might 
not have enough work experience to provide sufficient information on past 
work behavior or accomplishments to be analyzed. moreover, past work 
experience or education may not be highly relevant. relatedly, researchers 
and organizations must collect a large enough sample to create the Cata 
model. in one example, Campion et al. (2016) examined the sample size 
question and suggested 500 responses as a minimum rule-of-thumb with 
their data. the size of  the model additionally informs the appropriate sam-
ple size because the more parameters, the greater the sample needed for 
stable estimates.

2. Deciding on which software to use. as stated above, researchers should seek 
to use more sophisticated software beyond the data-management packages 
and the dictionary-based systems. the authors are inclined to use commer-
cial software because it is more fully developed, user friendly, documented, 
and technically supported. furthermore, most commercial software does not 
require programing skills, which is a challenge for management scholars who 
are trained in statistics and theory rather than software coding.

3. Learning the software. assuming the researcher uses more sophisticated 
software packages, there will be a meaningful but not prohibitive investment in 
time to learn, even if  commercial software is used. how much time will depend 
on many factors (e.g., computer skill, availability of a trainer, complexity of 
data, etc.). we estimate it will likely take several days to a week for a researcher 
to learn the basics, and then several weeks or months of additional time 
learning “on-the-job” as issues emerge while applying the software.

4. Training the software. this again assumes the use of more sophisticated 
software and can be a time-consuming task. training involves working with 
the computer model incrementally to improve it and can include revising 
the concepts extracted by the computer or the aggregate categories of 
concepts. training may take the form of  combining, deleting, relabeling, 
identifying synonyms, and other adjustments. a primary factor influencing 
the difficulty of  training is the range of  possible responses because it 
influences the number of  Cata categories needed. for example, a Cata 
model for a personal statement by candidates will require more categories 
than a specific question on past leadership experience. training may also 
involve the validation step by selecting the text-mined variables to retain 
based on their correlation with some criterion. a logical question regarding 
training is: how much training is enough training? in some previous research 
(Campion et al., 2016), the goal was to train the computer model until the 
correlation with a human assessor was the same as the correlation between 
assessors. however, another goal might be to continue training until some 
asymptotic level is reached. whether based on statistical criteria or on the 
theoretical or practical appeal of the model, the burden to defend the final 
model is on the researcher.

5. Validating the model. this is perhaps one of the most important and yet chal-
lenging steps in using Cata for employment research and decisions. due 
to legal requirements and social expectations around employment decision 
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making, management scholars and organizations are held to higher standards 
when using advanced techniques and must be able to support their validity 
(including face validity). there are myriad decisions scholars must make in 
this realm. for example, if  content validation is to be used, what will be the 
approach? is a job analysis available? are smes available? will linkage analy-
ses be conducted? would the context meet the requirements for content vali-
dation in the various legal and professional validation guidelines? while we 
have noted that a useful approach to training is to do so against a criterion, 
it may be that researchers do not have a criterion to text mine against. in this 
case, it is particularly crucial that the researcher clearly describe the decision 
to maintain the model (e.g., a theory supports the model). when a criterion is 
available, challenges include, but are not limited to, restriction of range in the 
predictor, unreliability of the criterion, and statistical power.

6. Updating the model to accommodate legal and social changes. Cata mod-
els may require revision due to changes in employment laws (e.g., illinois 
artificial intelligence Video interview act), but also due to social develop-
ments. words can change or alter meaning over time. for example, the word 
“literally” is now well-understood to metaphorically mean “figuratively,” 
and while the current generation was not the first to use it this way, they were 
the ones to make it popular (merriam-webster, n.d.; also see “google” as a 
dictionary addition in 2006). Colloquial expressions are especially likely to 
change over time. researchers in organizations are responsible for updating 
their models to meet legal requirements and accommodate relevant social 
changes.

7. Working out operational details. as with any project, the “devil is in the 
details.” Creating a Cata model for operational use in hiring and putting 
it into practice is no exception and may be even more complicated due to the 
need for information technology support and integration with the company’s 
existing computer systems. issues include, but are not limited to, researcher 
support, programmer support, hardware requirements, flow of data and time, 
data cleaning, scoring, cut scores, data maintenance, security issues, and other 
integration issues.

8. Communicating to candidates. although the use of Cata to help score tex-
tual data as part of the hiring process does not necessarily create additional 
needs to communicate with candidates, the usual communications may have 
to be adjusted. these will likely include communications posted on the website 
or in other recruiting documents as to the nature of the assessment used in 
the hiring process, any preparation advice, feedback on scores, retesting poli-
cies, responses to freedom of information act (foia) requests for govern-
ment employers, and so on. however, some candidates may still have mistrust 
in computer scoring that will influence their reaction (gonzalez, Capman, 
oswald, theys, & tomczak, 2019). perhaps communicating that the machine 
scoring is highly reliable, bias-free, and involves no human subjectivity would 
mitigate their concerns as fairness communications have been shown to 
improve reactions in other hiring contexts (e.g., truxillo, Bauer, Campion, & 
paronto, 2002).
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rEcoMMENdAtIoNs for usINg cAtA
many recommendations have already been made explicitly or implicitly throughout 
the article for using Cata. the current section summarizes our recommendations 
regarding the approaches to use in research on employment decision making and 
hrm more generally.

1. in terms of a bottom-line, we recommend that Cata be used as an approach 
to measuring Ksaos for employment decisions. our review also suggests that 
Cata can and has been used to measure a range of constructs. although 
relatively few have measured Ksas (other than os) directly related to employ-
ment decisions, the range of constructs measured in the literature suggests that 
Ksas could viably be measured. in fact, they might be measured more easily 
because they are more definable, objective, and verifiable than many psycho-
logical constructs measured in the literature.

2. we recommend using more sophisticated methods than the Cata methods 
used in most of the management literature to date. they are generally very 
simplistic, such as merely facilitating manual content analyses or employing 
an automated word search in a corpus of words that represents a particular 
construct (e.g., entrepreneurial orientation). more sophisticated and better 
approaches are now available and are capable of automating the relationships 
among words rather than simply counting individual words.

3. we recommend using approaches to Cata that evaluate strings of words and 
relationships among words like nlp, as opposed to the more common and 
simple single word and phrase-based approaches. the true benefits of Cata 
will only be realized with these more sophisticated and automated programs.

4. we recommend using approaches that allow training. approaches vary in 
terms of whether and how easily they can be trained. the literature will often 
use the terms “supervised versus unsupervised” to make this distinction. 
organizations using Cata for employment will want to use approaches that 
allow training because it can greatly improve interpretation and prediction. 
another value of training is that it helps ensure that the researcher under-
stands what the computer is scoring instead of blindly accepting the “black 
box.” this is similar to how researchers must learn how to calculate statistics 
by hand in graduate school, even though they will use computers in the future. 
parenthetically, the layperson interpretation of “machine learning” is that the 
computer teaches itself. however, in the current state of development of the 
field, this refers more to the fact that the computer can fit a model to the data 
(like regression has done for years), rather than some continuous self-teaching 
from moment to moment. researchers still have to train the computer in many 
ways even with today’s modern software.

5. this all said, we also recommend not ignoring the use of word dictionaries. 
they offer at least two advantages. first, many dictionaries have already been 
developed and validated on a range of constructs, and they are inexpensive to 
purchase (e.g., liwC, diCtion). second, it is fairly easy to develop one’s 
own dictionary on constructs of interest. although data dictionaries are 
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perhaps the most simplistic approach to text mining, they can be developed in 
advance based on theory and do not rely on a corpus to text mine necessarily 
as the first step like the more sophisticated approaches.

6. relatedly, we recommend considering the various ways to strategically select 
or create corpuses (corpora) for developing a Cata model. for example, 
documents could be selected that are likely to be enriched with words relevant 
to constructs of interest in order to identify words for models (e.g., docu-
ments describing leadership might be used to identify leadership-related word 
descriptions). similarly, illustrative text samples created by smes can be text 
mined to measure constructs better than using actual examples from sub-
jects in some instances. Creating an algorithm for scoring constructs does not 
always start with actual examples from the future intended corpora.

7. we also recommend considering sentiment analysis as it might be appropriate. 
it could conceivably be used anytime it is necessary to distinguish the positive 
or negative tenor of comments. this has obvious applications when analyzing 
survey responses where the tone of the comments is important along with the 
content. it could potentially help resolve one of the most central problems in 
performance evaluation: leniency and skew in the ratings due to the unwilling-
ness of managers to give candid feedback. narrative comments are somewhat 
less susceptible to this issue. these comments may be more candid because, 
unlike the ratings, they are not usually directly linked to decisions like compen-
sation (speer, 2018). these comments are also less susceptible because, even 
though they will be consistent with the ratings, they can reveal the strength 
of the job performance through “faint praise.” sentiment-based Cata might 
be able to measure these nuances more objectively. similarly, employers want 
to hire candidates with a “positive attitude,” but this is vulnerable to faking 
in some traditional assessments (e.g., interviews). Using sentiment analysis to 
assess attitudes from written materials may make response bias more difficult 
because it is less direct (less obvious to candidates) and it will be more difficult 
to determine which words are scored.

8. finally, we recommend considering some of the insights from the broader 
machine learning literature. this includes using both quantitative and text var-
iables in the models, using other statistical models that might improve predic-
tion, expanding the range of outcomes predicted, making adjustments to data 
distributions as appropriate, and broadening the sources of data considered.

NotEs
1. for example, it is been recognized in some capacity for the last 7 years in the society 

for industrial and organizational psychologists annual work trends surveys (https://www.
siop.org/Business-resources/top-10-workplace-trends).

2. we searched the following journals: Academy of Management Annals, Academy 
of Management Journal, Academy of Management Proceedings, Administrative Science 
Quarterly, Annual Review of Organizational Psychology and Behavior, Entrepreneurship 
Theory and Practice, Journal of Applied Psychology, Journal of Business Venturing, Journal of 
Business and Psychology, Journal of International Business Studies, Journal of Management, 
Journal of Organizational Behavior, Organizational Behavior and Human Decision Processes, 
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Organizational Research Methods, Organization Science, Personnel Psychology, and 
Strategic Management Journal.

3. an exception might be when an organization uses an automated writing assessment 
as part of its hiring process. for a recent review, see shermis and Burstein (2013).
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