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Rumelt's (1991) widely cited paper presents estimates of the relative influence of industry, corporate, business unit, and other influences on business unit profitability. He finds corporations explain almost none of the variability in business unit profitability. Using a simultaneous equation model, we provide alternative estimates of the influence of industry and corporation on business unit performance. We find that both corporations and industries influence business unit profitability but corporations have the larger influence. Copyright © 1999 John Wiley & Sons, Ltd.

Rumelt's (1991) widely cited paper uses variance components analysis (VCA) to estimate the influence of corporations, business unit, industry, and time on business unit profitability. Surprisingly, he finds that the corporate influence accounts for only 1–2 percent of the variation of business unit performance. Some suggest these results demonstrate that the interest in corporate strategy is misplaced; corporate strategy just doesn't matter (Hoskisson, Hill, and Kim, 1993a; Ghemawat and Ricart I. Costa, 1993; Carroll, 1993).

A number of related studies have raised concerns about Rumelt's finding of no corporate effect. Roquebert, Phillips, and Westfall (1996) replicates Rumelt's study with more recent data and finds similar results except for a corporate effect that was substantially larger than the industry effect. On the other hand, McGahan and Porter (1997a) find a corporate effect that was substantially smaller than the industry effect. In addition, Brush and Bromiley (1997), based on a Monte Carlo study of VCA estimates, argue that VCA lacks the power to find smaller but substantial effects and must be interpreted based on a nonlinear transformation of the components rather than the components themselves (as Rumelt did). Thus an important surprise in Rumelt (1991), the lack of a corporate effect, remains in controversy. Our paper provides an alternative approach to estimation of the corporate effect using continuous variable techniques in a simultaneous equation model.

Rumelt and related studies rely on two techniques: analysis of variance (ANOVA) and VCA. Both techniques have problems when interpreted.
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as measuring the relative importance of the effects of industry, corporation, and business unit. Brush and Bromiley (1997) question the metric of importance inherent in VCA and note other metrics have been used in social science research. For example, researchers in other areas often discuss importance of a variable as the expected change in the dependent variable for a one standard deviation change in the independent variable (the standardized beta) rather than VCA's explained variance. Brush and Bromiley (1997) also argue VCA lacks the power to find effects, even when they are present. ANOVA presents difficulties because corporate effects must be entered into the model before business unit effects, giving perhaps an inappropriate estimate of their relative importance (Rumelt, 1991; see also Bowman and Helfat, 1997). Rumelt (1991) finds a substantial corporate effect when he enters corporation before business unit.

Given these methodological concerns, this paper takes a different methodological approach to estimating the relative influence of corporations and industries on business unit performance. We use a continuous-variable model estimated with two-stage least-squares on the COMPUSTAT industry segment data base. Whereas ANOVA and VCA approaches use a degree of freedom for each business unit, industry, corporation, and time period, the continuous variable approach uses far fewer degrees of freedom and so may provide better (lower variance) estimates. At the cost of making some alternative assumptions, continuous variable approaches also allow the model to impose fewer orthogonality assumptions between different effects.

LITERATURE REVIEW

Let us briefly describe ANOVA and VCA. ANOVA basically estimates an ordinary linear regression model using dummy variables for different qualitative treatments and, sometimes, continuous variables. In the studies discussed here, such dummy variables would be included for industry and corporation and other effects (depending on the study). Researchers assess the importance of an effect by the amount of variance explained by a given set of dummy variables (e.g., the explained variance from all the industry dummies) (See Equation 7, Appendix 1 for more detail). VCA is also known as random effect ANOVA because the levels of the effects are assumed to be randomly selected from an infinite population (Searle, 1971). VCA estimates a model similar to ANOVA, but instead of actual estimates of each dummy variable's parameter, it reports the variance of a set of implicit dummy variables. This variance corresponds to the amount of variance in the dependent variable explained by that set of implicit dummy variables (see Equation 8, Appendix 1 for more detail).

Given this overview, let us now consider the literature. Within industrial economics, a debate exists between economists who emphasize a classical focus on industry and market power as a primary determinant of firm profitability, and the members of a revisionist school who emphasize firm efficiency (Demsetz, 1973). Schmalensee (1985) attempts to resolve this conflict by estimating an analysis of variance (ANOVA) model with corporate 1 (referred to as firm), industry, and market share effects (as a proxy for business-unit effects). In this model, corporate and business-unit effects jointly represent what Demsetz (1973) considered as firm efficiency. Schmalensee finds that corporate effects do not exist, important industry effects exist and explain 19 percent of variance in rates of return, and market share effects exist and explain little variance. Schmalensee (1985: 349) interprets these results to indicate that the absence of corporate effects 'merely means that knowing a firm's profitability in market A tells nothing about its likely profitability in a randomly selected market B.' The finding of important industry differences supports the classical focus on industry-level analysis, while it is agnostic concerning the structural explanation of those differences.

When Wernerfelt and Montgomery (1988) follow up on Schmalensee's research with Tobin's q as the dependent variable and 'corporate focus'—a measure of similarity of business units in diversified firms, rather than corporate dummy

---

1 Rumelt (1991) renames Schmalensee's firm effects as corporate effects because the term in economics is to refer to an autonomous competitive unit within an industry as a firm. Thus in Rumelt's paper, corporate effects are meant to identify the effects of a common legal entity which contains several autonomous competitive units within different industries. For Rumelt, industries and corporations are two different ways of grouping business units. Recognizing that the data we use are at the 'business segment level,' we parallel Rumelt's usage by adopting the terms corporate and segment effects.
variables—they also find strong industry effects. However, they find corporate focus effects that were roughly 13–21 percent of the size of industry effects, which is inconsistent with the Schmalensee results.

Rumelt (1991) refines Schmalensee’s (1985) model by decomposing line of business profitability variance over time into corporate, business, industry, and other effects. Whereas Schmalensee (1985) uses market share as a proxy for business unit effects, Rumelt (1991) treats business units as he does corporations and industries by entering a separate variance component for them in the VCA analysis and separate effects for them in the ANOVA analysis. Rumelt estimates his model using both ANOVA and VCA but emphasizes the VCA results. While the ANOVA results find substantial corporate effects, the VCA results agree with those of Schmalensee (1985) in finding a very small corporate effect and modest industry effect. Rumelt finds a large business unit effect; much of this effect appears to be part of the error term in Schmalensee’s model. Rumelt’s business unit effect is much larger than the corporate and industry effects.

Rumelt (1991) discusses the small corporate effect, which he finds in common with Schmalensee (1985), as a conundrum. He finds it surprising to find vanishingly small corporate effects in these data given the extent of the literature on corporate strategy, corporate culture, the number of corporate management consulting firms, and the focus on senior corporate leaders in the business world (Rumelt, 1991: 182). While Rumelt’s conclusion rests formally on the relative size of the estimated corporate variance component, he suggests, and it has been interpreted by others, that the relatively small size of the corporate effect to that of other effects indicates that corporate strategy is relatively unimportant for explaining business unit performance.

Roquebert et al. (1996) replicate Rumelt (1991) using more recent data from the COMPUSTAT Industry Segment data base. Their results are consistent with Rumelt’s except that they find a comparatively large corporate effect. This corporate effect accounts for 18 percent of the variance in business segment return on assets (segment ROA) while the industry effect accounts for 10 percent and the business unit effect accounts for 37 percent. The magnitude of the corporate effect declines as the number of business segments per corporation increases. They conclude that the corporate effect diminishes with diversification of the corporation.

McGahan and Porter (1997a) also use the COMPUSTAT business segment data but their model allows for a more complex set of time series effects. For example, they include a variety of lags in influence, control for prior profitability, and allow for serial correlation in the error term. They find a corporate parent effect that is about one quarter as large as the industry effect (in terms of estimated variance components). Based on ANOVA they find a substantial corporate effect although one that remains smaller than the industry effect.

Other researchers use survey data on large U.S. corporations to examine how different managerial or strategic factors (rather than membership in a given corporation) influence performance (e.g., Hansen and Wernerfelt, 1989; Powell, 1992; James, 1996). Hansen and Wernerfelt (1989) find that organizational factors appear more influential than economic factors. Powell (1992) uses the general approach of investigating explained variance in financial performance to examine the effects of organizational alignment and internal structure. James (1996) finds that an interaction between generic strategy and learning approach appeared to explain more of the variance in competitive advantage than industry effects.

Studies which estimate corporation or industry effects on business unit performance rely on ANOVA and VCA, but both techniques have serious problems. First, in ANOVA, business unit ROA is in essence the dependent variable and dummy variables (main effects) for each corporation, industry, business unit, etc., are independent variables. Because the sum of the business unit dummy variables for a given corporation equals the corporate dummy variable for that corporation, a model that entered both at the same time would be unidentified. To identify both corporate and business unit effects, the corporate effect must enter the model before the business unit effect. Both Schmalensee and Rumelt entered the corporate effect first. Rumelt found that doing this gave incremental $R^2$s for the corporation of 0.148, 0.109, 0.176, and 0.116 depending on the sample and which other variables entered before the corporation. But entering the corporate effect first assigns all shared variance between the business units and the corporation to the corporation.
(see Bowman and Helfat, 1997) for a discussion of this problem). Rumelt uses this argument in justifying his use of the VCA method.

But the VCA technique has problems also. Brush and Bromiley (1997) identified three such problems: interpretation, power, and model specification. Using a Monte Carlo simulation, they found that the estimated variance components appeared to vary with the square of what they called 'importance,' or the relative size of simulated distributions of corporate and business unit effects, and so gave an unreasonably small estimate for smaller effects. If one effect were 0.2 and the other 0.8, squaring gives 0.04 and 0.64 making the first appear unimportant. This problem in interpretation can be readily fixed by appropriate transformations of the results by examining the square roots of variance components rather the variance components directly.

The second problem, power of the analysis, does not have such an easy solution. Brush and Bromiley (1997) find that multiple runs of the same underlying model resulted in a wide variation in estimates which means the method is not reliable in any single application. In particular, the method lacks the power to find smaller effects even when they exist by construction. Table 4 in Roqueubert et al. (1996) supports this claim. By random sampling without replacement, Roqueubert et al. (1996) divide their sample of 16,000 observations into 10 samples with average size around 1600. Their estimates of the corporate effect range from 9 percent to 28 percent—a factor of three.

Finally, Brush and Bromiley (1997) question some of the structural assumptions of Rumelt’s VCA model. For ordinary least-squares regression to be applicable, one must assume the error term has a zero correlation with the explanatory variables in order to identify the variance of the error term. Analogous (but different) assumptions are required to estimate VCA models. They raise concerns about these structural assumptions in the VCA and the implications for interpretation of results from these models.

We examined some of the literature on VCA with multiple components. When a VCA model includes more than one component, assumptions are required for identification (otherwise it would have the same identification problems as the ANOVA analysis). Most theoretical developments of multiple component VCA impose the assumption that the implicit dummy variable parameters will be uncorrelated across effects (i.e., that \( \mu_n \) and \( \gamma_m \) are uncorrelated (see Equation 8, Appendix I) (Dielman, 1989; Fomby, Hill, and Johnson, 1988; Maddala, 1977; Matyas and Sevestre, 1996; Searle, 1971). In studies of the form of Rumelt (1991), the vector of implicit business unit effects will be uncorrelated with the vector of implicit corporate effects and the sum of such effects will be zero. Both of these are important structural assumptions that may strongly influence the results.

Since VCA has been widely used in the quantitative genetics literature, let us illustrate the problems with ANOVA and VCA in an analogous situation from the genetics literature. Suppose you want to understand the relations between height of children at ages 2, 4, and 6 years of age and the height of their parents. The ANOVA procedure takes each child age as an observation. The model contains dummy variables for age and for each pair of parents and for each child. If we tried to enter the children dummy variables at the same time as the parent dummy variables, the matrix of independent variables is not of full rank; the sum of the children dummy variables equals the parent dummy variable for each family. ANOVA estimates require that the parents enter the model first and the children enter second but this ascribes any joint variance between the parent and children to the parent.

VCA solves this identification problem by imposing the constraint that the children's implicit dummy variables (\( \mu_n \) or \( \gamma_m \) in Equation 8 in Appendix I) will be uncorrelated with the parent implicit dummy variables and will sum to zero across the entire sample (Dielman, 1989; Fomby et al., 1988; Maddala, 1977; Matyas and Sevestre, 1996). Whether this makes sense or not requires a very sophisticated understanding of the structural assumptions of the model.

In this example, an alternative approach can be seen. If we know the heights of the parents, we can use that information instead of just their identity to examine the influence of parents' height on children's heights. We can regress children's heights on parents' heights. As such we use more information and obtain a much more powerful (in an estimation sense) model. Whereas a dummy variable approach requires one parameter for each parental pair (which consumes a substantial number of degrees of freedom), a
continuous variable approach uses only one parameter for parental heights (assuming linearity; a few more for a nonlinear model). The continuous variable model also has a somewhat easier interpretation than the dummy variable model. In the dummy variable model, one has to discuss importance in terms of variability of the implicit dummy variables \((\mu_n, \gamma_n)\) in Equation 8 for VCA in Appendix 1) or the total variance explained by the dummy variables (while taking into account the number of dummy variables). In the continuous variable model, we get a parameter which tells us the expected change in child's height for a 1-inch change in the parents' height. We can also examine the amount of variance in children's heights explained by parents' heights. On the other hand, the continuous model does impose the assumption that the relation between parental and children heights has a particular functional form which depends on parental height.

We compare the continuous variable approach to the dummy variable approach in Appendix 2.

**MODEL DEVELOPMENT**

In this paper we use a continuous variable model to examine the issue of corporate vs. industry influence on business unit profitability. We use data on corporate and industry profitability to estimate their influence on business unit profitability.

Paralleling the height example, we begin with an equation where business unit ROA is a linear function of Corporate ROA and Industry ROA. In this equation, idiosyncratic business unit effects will be incorporated in the error term (although a model presented later examines the sensitivity of the results to this assumption). But, unlike the height example, we cannot assume that corporate ROA influences business unit ROA and not vice versa. In fact, these two effects are simultaneously and jointly identified, i.e., they are endogenously determined. As a result, one needs exogenous variables to identify these effects; a single-equation model explaining business unit performance as a function of corporate performance would be misspecified. Consequently, the model has a second equation where corporate ROA is a function of business unit ROA and another corporate variable. The model structure resembles the classic example requiring simultaneous equations to estimate a Keynesian consumption function (Theil, 1971, Ch. 9). In both the Theil (1971) example and in this case, simultaneous equation techniques allow consistent estimation of the parameters in the model. In the consumption function example the simultaneous and jointly determined endogenous variables are consumption and income. In our case, business segment and corporate performance are simultaneously and jointly determined. We estimate the effect of corporate and industry performance on business unit performance while controlling for the endogenous, or simultaneous influence of business unit performance on corporate performance. The intuition for why a simultaneous equation is necessary in this case is that we identify the influence of Corporate ROA on a business segment ROA in one equation and simultaneously identify the influence of business segment ROA on Corporate ROA in another equation. The next section develops the model more explicitly.

Like Rumelt (1991) and Schmalensee (1985), we want to assess the relative importance of corporate and industry influences on business segment performance rather than test an explicit theory of such performance (see Schmalensee, 1985: 343). Thus, the model below attempts to reflect important relations among these variables without specifying the underlying process.

The model uses the following variables:

- **Corporate ROA\(_{i,T}\)**—operating return on assets (profits before interest, taxes, and depreciation) divided by total assets for corporation \(J\) in year \(T\).
- **Segment ROA\(_{i,k,T}\)**—operating return on assets for business segment \(i\) of corporation \(J\) in industry \(K\) in year \(T\).
- **\(w_{i,j,T}\)**—proportion of total corporate assets in the \(j\)th business segment of corporation \(J\) in a given year \(T\).
- **Industry ROA\(_{K,T}\)**—average operating return on assets for the business segment's industry \(K\) in year \(T\).
- **Debt/Total Assets\(_{i,T}\)**—total corporate debt divided by the sum of debt plus equity for corporation \(J\) in year \(T\).

The business segment subscript represents the order of the segment within the corporation as it appeared in the original data.

We begin with equations for the determination
of business segment performance. These equations include Corporate ROA_{i,t} and Industry ROA_{k,t} as independent variables.

Rumelt assumed that corporate identity should influence business unit ROA (and was surprised when his analysis did not support this assumption). Well-managed (profitable) corporations should positively influence the performance of their business segments. Such an influence might be by a number of mechanisms: (1) appropriate diversification (e.g., selection of synergistic businesses), (2) direct improvements in management (e.g., by the imposition of appropriate managerial techniques or selection of managers), (3) interdivisional improvements in management (e.g., by sharing learning), (4) wise allocation of capital across divisions, or (5) any of a number of other factors. Corporate performance should positively influence segment performance.

Following the industrial organization literature, industry structure should influence business segment performance. Much of the empirical tradition in industrial organization economics focuses on differences in average levels of profitability across industries with the assumption that profitability differences across industries reflect industry structures that facilitate collusive, anti-competitive conduct. In other words, industries differ in the features that enable firms to avoid competition. We use the industry’s profitability as a proxy for these differences. Such usage has been widespread in strategy research (Christensen and Montgomery, 1981; Hansen and Wernerfelt, 1989; Bromiley, 1991). Some researchers have taken a related approach by normalizing firm profitability by subtracting the weighted average of industry ROA from firm profitability (Rumelt, 1982). Industry profitability should have a positive influence on business segment profitability.

Prior studies using annual data have included year or industry-year effects (Rumelt, 1991; Roquebert et al., 1996). If macroeconomic factors influence profitability, they should influence different industries to different extents. Industry profitability in a given year provides a better representation for the influence of such factors on a particular industry than a single-year dummy variable and makes the inclusion of both year and an interaction between year and industry variables unnecessary.

The model in this paper does not contain dummy variables for business segments (although we present a model later in the paper that does). If we include a dummy variable for each business segment, it will pick up the mean performance for that business segment. Since the mean of such dummies for a given corporation does not need to equal zero, the business segment dummy variables could reflect any stable performance effects, including those associated with membership in a given corporation. This would leave only the variation over time in performance to the corporate performance variable that might substantially understate its importance. We discuss these issues further when we introduce our second model.

This leads to the following general business segment equation for our first model:

\[
\text{Segment ROA}_{i,k,t} = \delta_i + \beta_i \text{ Corporate } \text{ ROA}_{i,t} + \gamma_i \text{ Industry ROA}_{k,t} + \epsilon_{i,k,t}
\]

Equation 1 repeats for each business segment in a given corporation. Since the model requires one equation per business segment, it must be estimated on a sample of corporations with the same number of segments. Since the number of corporations available fell as the number of business segments increased, we estimate the model on corporations with three and four segments. We omitted corporations with one or two business segments because they may lack a corporate portfolio effect. Few firms have more than four business segments.\(^2\) For a sample of firms with three business segments, the business segment equations will be

\[
\text{Segment ROA}_{i,1,t} = \delta_1 + \beta_1 \text{ Corporate } \text{ ROA}_{i,t} + \gamma_1 \text{ Industry ROA}_{k,t} + \epsilon_{i,1,t} \tag{1.1}
\]

\[
\text{Segment ROA}_{i,2,t} = \delta_2 + \beta_2 \text{ Corporate } \text{ ROA}_{i,t} + \gamma_2 \text{ Industry ROA}_{k,t} + \epsilon_{i,2,t} \tag{1.2}
\]

\[
\text{Segment ROA}_{i,3,t} = \delta_3 + \beta_3 \text{ Corporate } \text{ ROA}_{i,t} + \gamma_3 \text{ Industry ROA}_{k,t} + \epsilon_{i,3,t} \tag{1.3}
\]

Equation 1.1 corresponds to business segment 1, 1.2 to business segment 2 and 1.3 to business

\(^2\) Note that our sample differs from Roquebert et al. (1996). Their sample consists of corporations with two or more business segments thus pooling corporations with differing numbers of segments.
Hypothesis 1: Corporate ROA has a positive influence on Business Segment ROA (coefficients $\beta_1$, $\beta_2$ and $\beta_3 > 0$) after controlling for the simultaneous contribution of Business Segment ROA on Corporate ROA.

In addition, we expect the parameters, $\gamma_1$, $\gamma_2$, and $\gamma_3$, to be positive reflecting the contribution of the Industry ROA to Segment ROA. Industry ROA controls for the independent effect of a business segment’s environment.

Hypothesis 2: Industry ROA has a positive influence on Business Segment ROA ($\gamma_1$, $\gamma_2$, and $\gamma_3 > 0$).

An equation for the influence of business segment performance on corporate performance completes the model. We first calculate $w_{I,I,T}$, which is the proportion of total corporate assets in the $I$th business segment in a given year. For a sample of firms with three business segments we thus have $I = 1,2,3$. The return on assets for the corporation should be a weighted sum of the return on assets of its business segments. However, the equation is not an accounting identity because some corporate activities influence corporate reported ROA without figuring into the Segment ROAs. Business segments with less than 10 percent of revenue, profits/losses, and assets may not be separately reported. Furthermore, corporate expenses, revenues earned at the corporate level, most interest expenses, and a variety of other items will be retained at the corporate level and not allocated to segments. Finally, corrections must be made in corporate figures for inter-segment sales and assets shared by segments.

We include financial leverage as a measure of the absence of slack at the corporate level. The absence of slack limits the company from taking corporate-level strategic actions. Several studies suggest that financial leverage influences operating earnings (Bromiley, 1991; Balakrishnan, and Fox, 1993). For example, highly leveraged firms may find their investment options limited to those that can be offered as collateral to lenders. Such a constraint reduces the corporations’ ability to seek good investments, resulting in lower operating returns for firms with leverage. Although a number of different proxies have been used for such costs, we follow Hoskisson et al. (1993b) and Lubatkin and Chatterjee (1991) in using debt to total assets as a proxy for financial leverage. The resultant equation is

$$ \text{Corporate ROA}_{I,T} = \phi_1 + \alpha_1 w_{I,I,T} \text{Segment ROA}_{I,I,K,T} + \alpha_2 w_{I,I,T} \text{Segment ROA}_{I,I,K,T} + \alpha_3 w_{I,I,T} \text{Segment ROA}_{I,I,K,T} + \alpha_4 \text{Debt/Total Assets}_{I,T} + u_{I,T} \quad (2) $$

In Equation 2, we expect the parameters $\alpha_1$, $\alpha_2$, and $\alpha_3$ to be positive and of roughly the same magnitude. The parameter on debt to assets, $\alpha_4$, should be negative indicating higher leverage should lower reported corporate returns. Our full model for corporations with three segments includes Equations 1.1, 1.2, 1.3, and 2. For corporations with four segments, Equation 1 repeats an additional time to add Equation 1.4.

Complex null hypothesis

If corporate activities do not influence business segment performance, the corporate parameters in the business segment equations ($\beta$s) should be statistically insignificant. On the other hand, we wish to consider Herbert Simon’s criticism of simply testing hypotheses by whether coefficients are different from zero or the ‘extreme null’ hypothesis (Ijiri and Simon, 1977; Savage, 1954). Most statistical work uses zero for the null hypothesis—it tests whether the parameter of interest has the right sign and differs from zero. But what if two plausible theories make the same prediction for the sign of the parameter? In this case, simply testing against a null hypothesis of zero does not help reject the alternative explanation. One can differentiate among such alternative models if they make different predictions for
the magnitudes of parameters and this is what
we do by developing a complex null hypothesis.

In our model, a particularly obvious alternative
explanation exists. Assuming Rumelt's (1991)
findings are correct, corporations should have no
influence on business segment performance. In
case this, if we did not control for the simultane-
ity of the equation system, we would find an
association between corporate and business seg-
ment performance in the business segment equa-
tions, but the model would have the wrong causal
direction. Rather than Corporate ROA influencing
Segment ROA as our model has specified it, a
positive association between the two could reflect
the influence of segment ROA on Corporate ROA
(which is created by aggregating business seg-
ment returns). In other words, changes in Seg-
ment ROA would appear to be caused by changes
in corporate ROA when in fact the causal mech-
anism was the reverse; the Business Segment
ROA changes actually drive the changes in Cor-
porate ROA.

If corporate performance does not influence
business segment performance but is constructed
by aggregating business segment performance,
simple OLS estimates of the business segment
equation would provide positive coefficients on
corporate performance due to accounting rela-
tionships. While both this alternative model and
the original model imply positive coefficients, they
imply different specific magnitudes for these par-
eters. In this section, we develop alternative
hypotheses based on the assumption that corpo-
rations do not influence business segments but
corporate performance reflects an aggregation of
business segment performances. We examine this
complex null hypothesis for corporations with
three business segments since the larger number
of observations allows us the most accurate para-
meter estimates.

Assume that by accounting construction the
following Equation 2 holds for a corporation
with three business segments (subscripts, \(J,K\), and
\(T\) omitted):

\[
\text{Corporate ROA} = \phi_1 + \alpha_1 w_1 \text{ Segment ROA}_1 \\
+ \alpha_2 w_2 \text{ Segment ROA}_2 \\
+ \alpha_3 w_3 \text{ Segment ROA}_3 \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]  

\(2\)

Since the weights \((w_1)\) already incorporate the
different sizes of the business segments, the
accounting model implies the coefficients \((\alpha)\)
are equal in magnitude. Let us show this formally.
Assume a corporation consists of three divisions
with incomes and assets of \((a,b)\), \((c,d)\), and \((e,f)\)
for divisions 1, 2, and 3 respectively. Corporate
return on assets equals the total income \((a+c+e)\)
over the total assets \((b+d+f)\). Return on assets
for each division is \(a/b, c/d, \text{ and } e/f\) for divisions
1, 2, and 3 respectively. Since total assets equals
\(b+d+f\), the weights \((w_1, w_2, \text{ and } w_3\) in Equation
2) are \(b/(b+d+f), d/(b+d+f)\), and \(f/(b+d+f)\). If we
write out Equation 2a and abbreviate CROA for
Corporate ROA we see

\[
\text{CROA} = \phi_1 + \alpha_1 w_1 \text{ Segment ROA}_1 \\
+ \alpha_2 w_2 \text{ Segment ROA}_2 \\
+ \alpha_3 w_3 \text{ Segment ROA}_3 \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]

\[
= \phi_1 + \alpha_1 \{ b/(b+d+f) \} \{ a/b \} \\
+ \alpha_2 \{ d/(b+d+f) \} \{ c/d \} \\
+ \alpha_3 \{ f/(b+d+f) \} \{ e/f \} \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]

\[
= \phi_1 + \alpha_1 \{ a/(b+d+f) \} + \alpha_2 \{ c/(b+d+f) \} \\
+ \alpha_3 \{ e/(b+d+f) \} \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]

\[
= \phi_1 + \{(\alpha_1 a + \alpha_2 c + \alpha_3 e)/(b+d+f)\} \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]  

(2a)

But we know that CROA \(= (a+c+e)/(b+d+f)\). If
all the \(\alpha\) equal one we get

\[
\text{CROA} = \phi_1 + \{(a+c+e)/(b+d+f)\} \\
+ \alpha_4 \text{ Debt/Total Assets} + u
\]

Our first complex null hypothesis is therefore

\[
\text{Hypothesis 3: } \alpha_1 = \alpha_2 = \alpha_3 = 1 \quad \text{[complex null hypothesis]}
\]

If there is no corporate effect, then we should
have no causal connection between Corporate
ROA and Business Segment ROA. But if we
estimate the business segment Equation 1 without
controlling for simultaneity, we would find posi-
tive coefficients. Consider the business segment equation for business segment 1:

\[
\text{Segment ROA}_1 = \delta_1 + \beta_1 \text{ Corporate ROA}
+ \gamma_1 \text{ Industry ROA} + \epsilon \\
\text{(1.1)}
\]

If we substitute the value of Corporate ROA from Equation 2 into Equation 1.1, we obtain

\[
\text{Segment ROA}_1 = \delta_1
+ \beta_1 (1 \alpha_1 w_1 \text{ Segment ROA}_1)
+ \alpha_2 w_2 \text{ Segment ROA}_2
+ \alpha_3 w_3 \text{ Segment ROA}_3
+ \alpha_4 \text{ Debt/Total Assets} + u
+ \gamma_1 \text{ Industry ROA} + \epsilon \\
\text{(1.2)}
\]

We can readily derive an appropriate value for \( \beta_1 \). Consider what happens if ROA for business segment 1 increases by one unit. The left-hand side of the equation increases by one unit. On the right-hand side, we have a one-unit increase in segment ROA but for the equation to remain in balance the product of \( \beta_1 \alpha_1 w_1 \) segment ROA must equal one. This implies \( \beta_1 = \alpha_1 w_1 = 1 \). But as we demonstrate above, \( \alpha_1 = 1 \), so \( \beta_1 = 1 \). Consequently \( \beta_1 = 1/w_1 \). By exactly the same logic, \( \beta_2 = 1/w_2 \), and \( \beta_3 = 1/w_3 \) (which could be derived by inserting the value for Corporate ROA in Equation 2 into Equations 1.2 and 1.3).

Since the data in COMPSTAT generally report the largest business segments first, the average values for \( w_1, w_2 \), and \( w_3 \) are 0.51, 0.29, and 0.20. Thus, under the accounting model, we would expect that in Equation 3.1 \( \beta_1 \times w_1 = 1 \) or \( \beta_1 = 1/w_1 = 1.954 \) for the first business segment. Likewise, in Equation 3.2, \( \beta_2 \times w_2 = 1 \) or \( \beta_2 = 1/w_2 = 3.464 \) and in Equation 3.3, \( \beta_3 = 1/w_3 = 5.010 \). In other words, in any given business segment equation, the size of the parameter on Corporate ROA should equal the ratio of one over the relative asset size of that business segment in the corporation. Since we know the \( 1/w_1, 1/w_2 \), and \( 1/w_3 \) (above) our second complex null hypothesis is that these ratios will equal the parameter as well as a joint test of whether all of these tests are true.

**Hypothesis 4a:** \( \beta_1 \times w_1 = 1 \) or \( \beta_1 = 1/w_1 = 1.954 \) [complex null hypothesis].

**Hypothesis 4b:** \( \beta_1 \times w_2 = 1 \) or \( \beta_2 = 1/w_2 = 3.464 \) [complex null hypothesis].

**Hypothesis 4c:** \( \beta_3 \times w_3 = 1 \) or \( \beta_3 = 1/w_3 = 5.010 \) [complex null hypothesis].

Hypothesis 4d is the joint hypothesis that Hypotheses 4a, 4b, and 4c are true:

**Hypothesis 4d:** \( \beta_1 \times w_1 = 1 \) and \( \beta_2 \times w_2 = 1 \) and \( \beta_3 \times w_3 = 1 \) or \( \beta_1 = 1/w_1 = 1.954 \) and \( \beta_2 = 1/w_2 = 3.464 \) and \( \beta_3 = 1/w_3 = 5.010 \) [complex null hypothesis].

Note that Hypotheses 3 and 4 are complex null hypotheses. If not rejected, they suggest that associations between corporate and business segment performance derive from accounting relations whereas Hypotheses 1 and 2 reflect a causal model where corporate behavior influences business segment performance.

**DATA AND METHODS**

The model requires data on business segment profitability, corporate profitability, and industry profitability. Two sources provide such data: the FTC Line of Business data base (where the business level is referred to as a business unit) which Rumelt (1991) uses and the COMPSTAT industry segment data base from 10Ks which Roquefort et al. (1996) and McGahan and Porter (1997a) uses (Federal Trade Commission, 1985; Standard and Poor's Compustat, 1994). The two sources have different advantages and disadvantages (Roquefort et al., 1996). The FTC data base contains more detailed information, but covers a smaller sample of larger manufacturing firms and the data only cover 1975–77. The 10K reports, on the other hand, cover a much larger number of corporations and more recent time periods. Although the FTC data may have been collected more carefully and report separately on smaller business activities, business units in that data have been defined as all sales in a given industry. In contrast, COMPSTAT allows segments which do not simply follow industry. For example, while General Motor's Chevrolet and Cadillac divisions both sell in the same SIC code, they operate as separate business units in GM and appear as separate segments in the COMPUS-
STAT data. Following McGahan and Porter (1997a) and Roquebert et al. (1996) we use the business segment data from the COMPUSTAT tapes.

The calculations of the measures are straightforward and include observations from both the Annual COMPUSTAT data tape and the Industry Segment COMPUSTAT data tape. Corporate ROA equals operating income before depreciation (COMPUSTAT entry 13, Net Income plus taxes, interest and depreciation) divided by total assets for the corporation. Following Roquebert et al. Business Segment ROA is measured by the business segment operating income divided by business segment assets. To remove any possibility of simultaneity between Business Segment ROA and Industry ROA, we calculate the Industry ROA to be used for a given corporation's business segment by removing that segment from the relevant industry operating income and industry total assets. That is, if there are K firms in the industry, the Industry ROA used for business unit m equals \(1/(K - 1) \sum_{k \neq m} \text{Firm ROA}_k\). Corporate Debt to Total Assets equaled Long-Term Debt/(Long-Term Debt + Common Equity) [COMPUSTAT entry 12/ (entry 60 + entry 12)].

The estimation of the model requires some additional consideration. Let us begin by presenting the model as a system of equations:

\[
\text{Segment ROA}_{1,l,t} = \delta_1 + \beta_1 \text{Corporate ROA}_{l,t} + \gamma_1 \text{Industry ROA}_{K,t} + \epsilon_{1,l,t} \quad (4.1)
\]

\[
\text{Segment ROA}_{2,l,t} = \delta_2 + \beta_2 \text{Corporate ROA}_{l,t} + \gamma_2 \text{Industry ROA}_{K,t} + \epsilon_{2,l,t} \quad (4.2)
\]

\[
\text{Segment ROA}_{3,l,t} = \delta_3 + \beta_3 \text{Corporate ROA}_{l,t} + \gamma_3 \text{Industry ROA}_{K,t} + \epsilon_{3,l,t} \quad (4.3)
\]

\[
\text{Corporate ROA}_{l,t} = \phi_l + \alpha_1 w_{1,l,t} \text{Segment ROA}_{1,l,t} \quad (5)
\]

\[
\alpha_2 w_{2,l,t} \text{Segment ROA}_{2,l,t} + \alpha_3 w_{3,l,t} \text{Segment ROA}_{3,l,t} + \alpha_4 \text{Debt/Total Assets}_{l,t} + u_{l,t}
\]

The model is a standard simultaneous equation system with four endogenous variables (the Segment ROAs and Corporate ROA) and four exogenous variables (the Industry ROAs and Debt/Total Assets). The Industry ROAs for each segment act as separate exogenous variables: the Industry ROAs for the list of segment ones is quite different from the segment ROAs for the list of segment twos or threes.

If Corporate ROA equaled the weighted sum of the business unit ROAs, then Equation 5 would be replaced by an identity:

\[
\text{Corporate ROA}_{l,t} = \phi_l + \alpha_1 w_{1,l,t} \text{Segment ROA}_{1,l,t} + \alpha_2 w_{2,l,t} \text{Segment ROA}_{2,l,t} + \alpha_3 w_{3,l,t} \text{Segment ROA}_{3,l,t} \quad (6)
\]

where the parameter values would be \(\phi_l = 0\) and \(\alpha_1 = \alpha_2 = \alpha_3 = 1\). Consistent estimates of the parameters can be obtained by a variety of techniques. These techniques require that Equation 6 hold in the data: that corporate ROA actually equals the weighted sum of the business unit ROAs. In business segment accounting according to FASB (1988) and Jarnagin (1994), this identity does not need to hold. Even for assets, sales, and income taken separately, the reported corporate total does not equal the sum of the business unit figures. The financial standard covering segment reporting (FASB, 1988) includes a variety of factors that can create this lack of equality including: (i) corporate expenses and interest expense should not be allocated to segments, (ii) sales between segments with a corporation can appear as sales within the segment data but must be adjusted out in corporate data, and (iii) some small lines of business activity may not pass the requirements for being reported as a separate segment. In short, the underlying accounting standard is absolutely clear that the sum of the segment reports does not generally equal the consolidated corporate figures.

Given that Equation 6 does not hold, we have the equation system of Equations 4.1–4.3 and 5. This is a very standard simultaneous equation system where the dependent variables in each equation appear on the right-hand side of other equations. Ordinary least-squares estimation of these equations will provide biased and inconsistent estimates of the parameters (Judge et al. 1985; Kennedy, 1985).

A variety of techniques can give consistent estimates of such a system including two-stage least-squares, three-stage least-squares, iterated three-stage least-squares, and full-information.
maximum likelihood. We chose two-stage least-squares for its simplicity and the fact that errors in one equation will not hurt the estimation in other equations (Kennedy, 1985). Two-stage least-squares provides consistent estimates of the parameters. We also used the Yule-Walker serial correlation correction with one lag.

We implemented the two-stage least-squares as follows. First we developed instruments for Corporate ROA, and the various Business Segment ROAs. To estimate the instrument, we used current values of exogenous variables, the lagged value of the variable for which the instrument was being developed, and additional lagged accounting data for the corporation.

The lagged accounting data for corporate instrument included the current ratio (current assets divided by current liabilities), the quick ratio (cash and short-term investments plus receivables divided by current liabilities), and percent change in sales. More specifically, we used 1- and 2-year lags on Corporate ROA, Business Segment ROA for segments 1, 2, and 3, current ratio, and quick ratio. We only included one lag for percent change in sales since this already includes information from a previous year. We also include exogenous variables with no lags: Debt/Total Assets, Industry ROA, Industry ROA, Industry ROA, (and Industry ROA, for corporations with four segments), the endogenous variables (Corporate ROA, Business Segment ROA, Business Segment ROA, Business Segment ROA, and for corporations with four segments Corporate Segment ROA), were regressed on the instrumental variables. Predicted values from these regressions formed the instrumental variables for the second state of the estimation procedure. Then the structural Equations (4.1–4.3 and 5) were estimated with the instruments (i.e., the predicted value of the appropriate endogenous variable) in place of the endogenous variables on the right-hand side of the equations. This removes the potential for simultaneity in the endogenous variables. If not removed, the presence of simultaneity would result in biased estimates of the parameters.

COMPUSTAT annual and business segment data were collected from 1986 to 1995. After eliminating observations with missing data, we ended up with a data set of 4114 business segment-year observations for two or more business segment corporations, 2359 for three, 988 for four, 355 for five, and 114 for six or more business segment corporations. In some cases, the order of the segments within a corporation changed from year to year (i.e., industry X as segment one in year 1, Y as segment two, followed by industry Y as segment one in year 2 and X as segment two). Where appropriate, we reordered segments to make sure they appeared to be consistent over time. We estimated the model separately for corporations active in exactly three segments, and exactly four segments.

Data were lost for a number of reasons. Calculating the lags removed 2 years of data as well as corporations that did not have at least three consecutive years of data. Some cases were dropped with extreme values of ROA in the Business Segment ROA variables (ROA greater than 0.4 or less than −0.3) and with negative sales or assets. We believe such extreme values reflect factors other than those of interest to this study. Further, we dropped influential observations based on a conservative cut-off of DFFITS > 3 or <3 on both instruments and final equations which resulted in a sample of 535 three-segment and 173 four-segment annual observations on corporations (Belsley, Kuh, and Welsch, 1980). Since each corporation had three or four segments, the data covered 1605 segment-years (in the three-segment set) and 692 segment-years (in the four-segment set).

Table 1 presents descriptive statistics for the different samples. While the samples do not appear to differ radically, the average segment size appears larger for corporations with four segments than for corporations with three segments. Likewise, segment sales appear higher. Interestingly, the returns on the last segment are the lowest in each sample, suggesting the last segment may differ in some way from the others. Average segment size ranges from $1.05 billion in assets (for three-segment corporations) to $1.96 billion in assets (for four-segment corporations).3

3 To test for sample selection bias, we compared the industry ROA for the entire COMPUSTAT sample to the ROA for the segments in our sample. The segments in our sample have an ROA that is 0.335 percent higher than the other segments in those industries. The difference between the two samples is statistically insignificant at the 0.25 p-value. We conclude that our sample is representative of the industries from which they are drawn.
Table 1. Descriptive statistics for different samples

<table>
<thead>
<tr>
<th>Variable</th>
<th>3 segments</th>
<th></th>
<th></th>
<th>4 segments</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>S.D.</td>
<td>N</td>
<td>Mean</td>
<td>S.D.</td>
</tr>
<tr>
<td>Segment 1 ROA</td>
<td>535</td>
<td>0.106</td>
<td>0.088</td>
<td>173</td>
<td>0.136</td>
<td>0.098</td>
</tr>
<tr>
<td>Segment 2 ROA</td>
<td>535</td>
<td>0.106</td>
<td>0.080</td>
<td>173</td>
<td>0.102</td>
<td>0.068</td>
</tr>
<tr>
<td>Segment 3 ROA</td>
<td>535</td>
<td>0.085</td>
<td>0.091</td>
<td>173</td>
<td>0.096</td>
<td>0.077</td>
</tr>
<tr>
<td>Segment 4 ROA</td>
<td>535</td>
<td>0.077</td>
<td>0.098</td>
<td>173</td>
<td>0.253</td>
<td>4.767</td>
</tr>
<tr>
<td>Segment 1 Assets</td>
<td>535</td>
<td>1566</td>
<td>3138</td>
<td>173</td>
<td>1577</td>
<td>2.252</td>
</tr>
<tr>
<td>Segment 2 Assets</td>
<td>535</td>
<td>944</td>
<td>1831</td>
<td>173</td>
<td>2842</td>
<td>6.298</td>
</tr>
<tr>
<td>Segment 3 Assets</td>
<td>535</td>
<td>649</td>
<td>1623</td>
<td>173</td>
<td>876</td>
<td>1.116</td>
</tr>
<tr>
<td>Segment 4 Assets</td>
<td>535</td>
<td>1277</td>
<td>2963</td>
<td>173</td>
<td>1692</td>
<td>2.539</td>
</tr>
<tr>
<td>Segment 1 Sales</td>
<td>535</td>
<td>968</td>
<td>1786</td>
<td>173</td>
<td>1746</td>
<td>2.543</td>
</tr>
<tr>
<td>Segment 2 Sales</td>
<td>535</td>
<td>633</td>
<td>1559</td>
<td>173</td>
<td>4578</td>
<td>10.769</td>
</tr>
<tr>
<td>Segment 3 Sales</td>
<td>535</td>
<td>0.126</td>
<td>0.047</td>
<td>173</td>
<td>0.132</td>
<td>0.041</td>
</tr>
<tr>
<td>Corporate ROA</td>
<td>535</td>
<td>0.387</td>
<td>0.185</td>
<td>173</td>
<td>0.373</td>
<td>0.203</td>
</tr>
</tbody>
</table>

EMPIRICAL RESULTS

We discuss the parameter estimates for corporations with three segments first and then for four-segment corporations. Subsequent sections consider the complex null hypothesis, standardized coefficients, and explained variance. Table 2 presents the correlations among segment ROA, industry ROA, corporate ROA and Debt/Assets for each sample.

Results on corporations with three segments (Table 3)

Consistent with Hypothesis 1, the parameter estimates on Corporate ROA in the equation explaining Business Segment ROA are positive and statistically significant in all three of the business segment equations. Business Segment 1, Business Segment 2 and Business Segment 3 have coefficients of 0.826, 0.516, and 0.561 respectively (See Table 3, all significant beyond 0.0001 probability). These parameters support the influence of corporate performance on business segment performance after removing simultaneous effects of business segment performance on corporate performance.

We also find positive significant coefficients on Industry ROA for all three business segments. These coefficients are 0.277, 0.243, and 0.176 for the first, second, and third business segments respectively (see Table 3). The positive and significant coefficients on Industry ROA in these three equations support Hypothesis 2 that industry profitability influences business segment profitability.

The Corporate ROA equation has positive and statistically significant coefficients on the Segment ROA variables and an insignificant negative coefficient on the ratio of debt to assets. The $R^2$ of 0.31 demonstrates both that the model explains a substantial portion of the variance in Corporate ROA but also that it is far from an accounting identity.

Results for corporations with four segments (Table 4)

The results for firms with four business segments are consistent with those for three-segment corporations. Corporate ROA has positive and statistically significant coefficients in all four segments (all at $p < 0.001$). Industry ROA has positive, statistically significant coefficients in three equations but has a negative coefficient in one. The Corporate ROA equation has positive and statistically significant coefficients on all four-segment ROA variables. The control variable on corporate financial leverage, the ratio of debt to assets, has a negative coefficient, as expected, but it is marginally significant. For four-segment corporations, high levels of debt lower operating income. This is consistent with the argument that leveraged firms have their investment options.
Table 2. Correlations: According to corporations with three and four segments

<table>
<thead>
<tr>
<th></th>
<th>SROA₁</th>
<th>SROA₂</th>
<th>SROA₃</th>
<th>SROA₄</th>
<th>Ind. ROA₁</th>
<th>Ind. ROA₂</th>
<th>Ind. ROA₃</th>
<th>Ind. ROA₄</th>
<th>Corp. ROA</th>
<th>Corp. D/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>SROA₁</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SROA₂</td>
<td>0.07</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRO₂₃</td>
<td>0.19*</td>
<td>0.09*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₁</td>
<td>0.34*</td>
<td>0.09*</td>
<td>0.21*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₂</td>
<td>0.20*</td>
<td>0.27*</td>
<td>0.31*</td>
<td>0.22*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₃</td>
<td>0.23*</td>
<td>-0.01</td>
<td>0.17*</td>
<td>0.26*</td>
<td>0.16*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm ROA</td>
<td>0.51*</td>
<td>0.29*</td>
<td>0.32*</td>
<td>0.23*</td>
<td>0.19*</td>
<td>0.19*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm D/A</td>
<td>-0.32*</td>
<td>-0.15*</td>
<td>-0.21*</td>
<td>-0.06</td>
<td>-0.28*</td>
<td>-0.16*</td>
<td>-0.22*</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SROA₄</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SROA₂</td>
<td>0.05</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRO₃</td>
<td>0.09</td>
<td>0.23*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRO₄</td>
<td>0.08</td>
<td>0.27*</td>
<td>0.27*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₁</td>
<td>0.35*</td>
<td>0.26*</td>
<td>0.37*</td>
<td>0.17</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₂</td>
<td>0.09</td>
<td>0.43*</td>
<td>0.10</td>
<td>0.21*</td>
<td>0.00</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₃</td>
<td>0.25*</td>
<td>0.13</td>
<td>-0.06</td>
<td>0.27*</td>
<td>0.00</td>
<td>0.19*</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind. ROA₄</td>
<td>-0.06</td>
<td>0.21*</td>
<td>0.17*</td>
<td>0.44*</td>
<td>0.04</td>
<td>0.26*</td>
<td>-0.02</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corp. ROA</td>
<td>0.37*</td>
<td>0.43*</td>
<td>0.48*</td>
<td>0.33*</td>
<td>0.42*</td>
<td>0.17*</td>
<td>0.30*</td>
<td>0.14</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Corp. D/A</td>
<td>-0.17*</td>
<td>-0.18*</td>
<td>-0.27*</td>
<td>-0.15*</td>
<td>-0.21</td>
<td>0.05</td>
<td>-0.23*</td>
<td>0.04</td>
<td>-0.43*</td>
<td>1.0</td>
</tr>
<tr>
<td>Corp. ROA</td>
<td>-0.01</td>
<td>0.17</td>
<td>0.25</td>
<td>0.56*</td>
<td>-0.13</td>
<td>-0.07</td>
<td>0.08</td>
<td>0.13</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Corp. D/A</td>
<td>-0.13</td>
<td>0.17</td>
<td>0.17</td>
<td>0.02</td>
<td>-0.29</td>
<td>0.61*</td>
<td>-0.07</td>
<td>-0.17</td>
<td>-0.31*</td>
<td>1.0</td>
</tr>
</tbody>
</table>

SROAᵢ = Segment ROA for Segment i; Ind. ROAᵢ = Industry ROA for Segment i; Corp. ROA = Corporate ROA; Corp. D/A = Corporate Debt/Assets.
*Probabilities > 0.05

limited and so earn lower returns (Balakrishnan and Fox, 1993; Bromiley, 1991). For threesegment corporations, we find a negative but statistically insignificant coefficient, which does not support the leverage argument. Given that the corporate equation and leverage were not central issues in this paper, we will not pursue these findings further.

Complex null hypothesis

Let us turn now to the complex null hypothesis—do accounting relations explain these results? We investigate this possibility with Hypotheses 3 and 4. Given the much larger sample size and consequently more precise parameter estimates, we use the results on the corporations with three segments for these tests. Hypothesis 3 tests for the relative magnitude of the coefficients on Business Segment ROA for the three business segments in the Corporate ROA equation (Equation 5). Hypothesis 3 (the joint hypothesis that \( \alpha₁ = \alpha₂ = \alpha₃ = 1 \)) is rejected beyond the 0.001 significance level (See Table 5). The coefficients estimated in the corporate equation are not consistent with the coefficients that one would expect from the alternative explanation.

The second alternative null hypothesis (Hypotheses 4a, 4b, 4c, and 4d) tests whether the magnitude of the coefficients on Corporate ROA for the three Business Segment ROA equations equals the inverse ratio of their weights—\( w₁, w₂, \) and \( w₃ \). We reject the alternative Hypotheses 4a, 4b, and 4c that \( \beta₁ = 1/w₁, \beta₂ = 1/w₂ \) and that \( \beta₃ = 1/w₃ \). We can also reject the joint hypothesis that all of these are true, i.e., that \( \beta₁ = 1/w₁ \) and \( \beta₂ = 1/w₂ \). All can be rejected beyond the 0.001 level. Given strong rejection of all of these versions of the complex null hypothesis, we conclude that the analysis does not support the complex null hypothesis.

---

"As a test for possible misspecification of the model, we also added the logarithm of firm sales to all equations on the grounds that the continuous variable performance model may not include structural differences of industries or firms. Firm sales have significant negative coefficients in two segments of the four-segment sample and one positive significant coefficient in one segment of the three-segment sample. However, the parameters of interest associated with Corporate ROA and Industry ROA did not change. Thus we continued with the simpler model with Corporate ROA and Industry ROA."
Table 3. Estimates of simultaneous equation model for three business segments

<table>
<thead>
<tr>
<th></th>
<th>Business Segment 1 ROA (Eq. 4.1)</th>
<th>Business Segment 2 ROA (Eq. 4.2)</th>
<th>Business Segment 3 ROA (Eq. 4.3)</th>
<th>Corporate ROA (Eq. 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS 2SLS</td>
<td>OLS 2SLS</td>
<td>OLS 2SLS</td>
<td>OLS 2SLS</td>
</tr>
<tr>
<td>Intercept ((\delta, \phi))</td>
<td>(-0.039^{<strong>} ) ((-4.033)^{</strong>} )</td>
<td>(-0.031 ) ((-2.432)^{**} )</td>
<td>(0.025^{*} ) ((2.491) )</td>
<td>(-0.001 ) ((-1.066)^{**} )</td>
</tr>
<tr>
<td>Corporate ROA ((\beta))</td>
<td>(0.874^{***} ) ((12.670) )</td>
<td>(0.000 ) ((0.370) )</td>
<td>(0.425^{***} ) ((6.036) )</td>
<td>(0.516^{***} ) ((6.270) )</td>
</tr>
<tr>
<td>Segment 1's Industry ROA ((\gamma_1))</td>
<td>(0.338^{***} ) ((5.455) )</td>
<td>(0.277^{***} ) ((5.249) )</td>
<td>(0.269^{***} ) ((5.455) )</td>
<td>(0.243^{***} ) ((4.839) )</td>
</tr>
<tr>
<td>Segment 2's Industry ROA ((\gamma_2))</td>
<td>(0.238 ) ((6.505) )</td>
<td>(0.196 ) ((5.249) )</td>
<td>(0.143^{***} ) ((2.740) )</td>
<td>(0.224 ) ((5.455) )</td>
</tr>
<tr>
<td>Segment 3's Industry ROA ((\gamma_3))</td>
<td>(0.665^{***} ) ((18.824) )</td>
<td>(0.495^{***} ) ((9.853) )</td>
<td>(0.627 ) ((9.853) )</td>
<td>(0.527^{***} ) ((7.171) )</td>
</tr>
<tr>
<td>Segment 1 ROA ((\alpha_1))</td>
<td>(0.651^{***} ) ((14.370) )</td>
<td>(0.527^{***} ) ((7.171) )</td>
<td>(0.483 ) ((7.171) )</td>
<td>(0.527^{***} ) ((7.171) )</td>
</tr>
<tr>
<td>Segment 2 ROA ((\alpha_2))</td>
<td>(0.508^{***} ) ((9.605) )</td>
<td>(0.426^{***} ) ((5.326) )</td>
<td>(0.508^{***} ) ((9.605) )</td>
<td>(0.426^{***} ) ((5.326) )</td>
</tr>
<tr>
<td>Segment 3 ROA ((\alpha_3))</td>
<td>(0.508^{***} ) ((9.605) )</td>
<td>(0.527^{***} ) ((7.171) )</td>
<td>(0.508^{***} ) ((9.605) )</td>
<td>(0.527^{***} ) ((7.171) )</td>
</tr>
<tr>
<td>Corporate Debt/Assets ((\alpha_4))</td>
<td>(0.020^{*} ) ((-0.386) )</td>
<td>(0.004 ) ((-0.386) )</td>
<td>(0.020^{*} ) ((-0.386) )</td>
<td>(0.004 ) ((-0.386) )</td>
</tr>
<tr>
<td>Rho</td>
<td>(-0.477^{***} ) ((0.3217) )</td>
<td>(-0.539^{***} ) ((0.3192) )</td>
<td>(-0.476^{***} ) ((0.2683) )</td>
<td>(-0.444^{***} ) ((0.2683) )</td>
</tr>
<tr>
<td>R²</td>
<td>(0.3217 ) ((0.27710) )</td>
<td>(0.3131 ) ((0.1313) )</td>
<td>(0.3131 ) ((0.1313) )</td>
<td>(0.3131 ) ((0.1313) )</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>(0.3192 ) ((0.2683) )</td>
<td>(0.1280 ) ((0.1094) )</td>
<td>(0.1089 ) ((0.1061) )</td>
<td>(0.1089 ) ((0.1061) )</td>
</tr>
<tr>
<td>N</td>
<td>535</td>
<td>535</td>
<td>535</td>
<td>535</td>
</tr>
</tbody>
</table>

*In numerical cells, the parameter estimate appears over t-statistic in parentheses and then the standardized coefficient.

**Two Stage Least Squares Estimator (2SLS) include the use of instrumental variables and serial correlation correction.

*** | Probability| > 0.001; ** | Probability| > 0.01; * | Probability| > 0.05; ^ | Probability| > 0.10
Table 4. Estimates of simultaneous equation model for four business segments*

<table>
<thead>
<tr>
<th></th>
<th>Business Segment 1 ROA (Eq. 4.1)</th>
<th>Business Segment 2 ROA (Eq. 4.2)</th>
<th>Business Segment 3 ROA (Eq. 4.3)</th>
<th>Business Segment 4 ROA (Eq. 4.4)</th>
<th>Corporate ROA (Eq. 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>2SLS*</td>
<td>OLS</td>
<td>2SLS</td>
<td>OLS</td>
</tr>
<tr>
<td>Intercept ($\delta, \phi$)</td>
<td>0.024</td>
<td>0.013</td>
<td>-0.016</td>
<td>-0.036^</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(1.137)</td>
<td>(0.470)</td>
<td>(-1.097)</td>
<td>(-1.957)</td>
<td>(-0.701)</td>
</tr>
<tr>
<td>Corporate ROA ($\beta$)</td>
<td>0.558***</td>
<td>0.685***</td>
<td>0.606***</td>
<td>0.733***</td>
<td>1.072***</td>
</tr>
<tr>
<td>Segment 1's Industry ROA ($\gamma_1$)</td>
<td>0.367**</td>
<td>0.298*</td>
<td>0.375</td>
<td>0.423</td>
<td>0.581</td>
</tr>
<tr>
<td></td>
<td>(3.283)</td>
<td>(2.571)</td>
<td>(5.106)</td>
<td>(5.047)</td>
<td>(8.625)</td>
</tr>
<tr>
<td>Segment 2's Industry ROA ($\gamma_2$)</td>
<td>0.405***</td>
<td>0.361***</td>
<td>0.387</td>
<td>0.344</td>
<td>(4.030)</td>
</tr>
<tr>
<td>Segment 3's Industry ROA ($\gamma_3$)</td>
<td>0.367**</td>
<td>0.298*</td>
<td>0.375</td>
<td>0.423</td>
<td>0.581</td>
</tr>
<tr>
<td></td>
<td>(3.283)</td>
<td>(2.571)</td>
<td>(5.106)</td>
<td>(5.047)</td>
<td>(8.625)</td>
</tr>
<tr>
<td>Segment 4's Industry ROA</td>
<td>0.538***</td>
<td>0.275***</td>
<td>0.414</td>
<td>0.211</td>
<td>0.723***</td>
</tr>
<tr>
<td>Segment 1 ROA ($\alpha_1$)</td>
<td>0.723***</td>
<td>0.521***</td>
<td>0.511</td>
<td>0.364</td>
<td>0.723***</td>
</tr>
<tr>
<td></td>
<td>(9.758)</td>
<td>(5.487)</td>
<td>(4.509)</td>
<td>(4.343)</td>
<td>(9.858)</td>
</tr>
<tr>
<td>Segment 2 ROA ($\alpha_2$)</td>
<td>0.723***</td>
<td>0.741***</td>
<td>0.723***</td>
<td>0.459**</td>
<td>0.723***</td>
</tr>
<tr>
<td></td>
<td>(9.758)</td>
<td>(5.487)</td>
<td>(9.858)</td>
<td>(7.000)</td>
<td>(9.858)</td>
</tr>
<tr>
<td>Segment 3 ROA ($\alpha_3$)</td>
<td>0.723***</td>
<td>0.741***</td>
<td>0.723***</td>
<td>0.459**</td>
<td>0.723***</td>
</tr>
<tr>
<td></td>
<td>(9.758)</td>
<td>(5.487)</td>
<td>(9.858)</td>
<td>(7.000)</td>
<td>(9.858)</td>
</tr>
<tr>
<td>Segment 4 ROA ($\alpha_4$)</td>
<td>0.723***</td>
<td>0.741***</td>
<td>0.723***</td>
<td>0.459**</td>
<td>0.723***</td>
</tr>
<tr>
<td></td>
<td>(9.758)</td>
<td>(5.487)</td>
<td>(9.858)</td>
<td>(7.000)</td>
<td>(9.858)</td>
</tr>
<tr>
<td>Corporate Debt/Assets ($\alpha_5$)</td>
<td>0.029*</td>
<td>-0.026*</td>
<td>-0.026*</td>
<td>0.012</td>
<td>-0.026*</td>
</tr>
<tr>
<td></td>
<td>(-2.606)</td>
<td>(-1.706)</td>
<td>(-2.606)</td>
<td>(-1.706)</td>
<td>(-2.606)</td>
</tr>
<tr>
<td>Rho</td>
<td>0.1814</td>
<td>0.1844</td>
<td>0.3343</td>
<td>0.3235</td>
<td>0.3094</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.1718</td>
<td>0.1748</td>
<td>0.3265</td>
<td>0.3155</td>
<td>0.3013</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.173</td>
<td>0.173</td>
<td>0.173</td>
<td>0.173</td>
<td>0.173</td>
</tr>
</tbody>
</table>

*In numerical cells, the parameter estimate appears over $t$-statistic in parentheses and then the standardized coefficient. **$|\text{Probability}| > 0.001$; *$|\text{Probability}| > 0.01$; *$|\text{Probability}| > 0.05$; *$|\text{Probability}| > 0.10$
Table 5. Test of restrictions in alternative null hypothesis

<table>
<thead>
<tr>
<th></th>
<th>F-value</th>
<th>Probability &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Within-equation tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint test: H3</td>
<td>$\alpha_1 = \alpha_2 = \alpha_3 = 1$</td>
<td>64.01***</td>
</tr>
<tr>
<td><strong>Cross-equation tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4a</td>
<td>$\beta_1 = 1/w_1$</td>
<td>243.17***</td>
</tr>
<tr>
<td>H4b</td>
<td>$\beta_2 = 1/w_2$</td>
<td>855.40***</td>
</tr>
<tr>
<td>H4c</td>
<td>$\beta_3 = 1/w_3$</td>
<td>1341.10***</td>
</tr>
<tr>
<td>Joint test: H4d</td>
<td>$\beta_1 = 1/w_1$ and $\beta_2 = 1/w_2$ and $\beta_3 = 1/w_3$</td>
<td>813.22***</td>
</tr>
</tbody>
</table>

*** [Probability $> 0.001$]

Standardized coefficients

We also calculate the standardized coefficients. The standardized coefficient is the parameter estimated which is then multiplied by the ratio of the standard deviation of the regressor to the standard deviation of the dependent variable. It reflects the expected change in the dependent variable for a one standard deviation change in the explanatory variable. The standardized coefficient allows comparison of the relative importance of different variables. The average standardized coefficient on Corporate ROA, or $\beta$ from Equations 4.1–4.3, is 0.288 (calculated from Table 3). The average standardized Industry ROA, or $\gamma$ from Equations 4.1–4.3, is 0.180 (calculated from Table 3). A one standard deviation change in corporate performance has one and two thirds the impact on business segment performance as a one standard deviation change in industry performance ($0.288/0.180 = 1.60$). Using this metric for influence, corporations are substantially more influential than industries in determining business segment performance. For firms with four segments, the comparable ratio of the average standardized coefficients is 3.46 ($0.394/0.114$) (Table 4). Overall, based on standardized coefficients, corporations have around twice to three times the influence on business unit performance that industries do—the average effect for the two samples of the ratio of standardized coefficients is 2.53.

Explained variance

Although one can compare standardized parameter estimates as indicators of the importance of different variables, prior research in this stream relied on explained variance. Consequently, we examine how much of the variance in business segment returns can be explained by corporate and industry performance.

To understand explained variance, we estimate the model with three different equations for each segment. The full model includes both Industry and Corporate ROA variables (Equations 4.1, 4.2, and 4.3 for corporations with three segments). The second includes just the corporate variable (i.e., Segment $\text{ROA}_{i,t,T} = \delta_i + \gamma_i$ Corporate $\text{ROA}_{i,t,T} + \epsilon_{i,t,T}$) and the third just the industry variable (Segment $\text{ROA}_{i,t,T} = \delta_i + \gamma_i$ Industry $\text{ROA}_{i,t,T} + \epsilon_{i,t,T}$). The second and third equations provide estimates of the variance in Business Segment ROA explained by Corporate ROA and Industry ROA respectively (Hansen and Wernerfelt, 1989; Schmalensee, 1985). Table 6 summarizes the $R^2$ for these estimates for corporations with three and four segments.

Consider the first row containing the results of segment 1 in Table 6. For corporations with three segments, the segment 1 estimates indicate the Corporation-alone equation has an $R^2$ of 0.229 (column labeled 2, Corporate only) and Industry-alone equation has an $R^2$ of 0.117 (column labeled 3, Industry only); the corporate $R^2$ is about twice the size of industry. Similarly, for segment 2 we have 0.06 and 0.07 so corporation has about 0.9 times the effect of industry. For segment 3, we have 0.09 and 0.03 so corporation is about 3 times industry. If we compare $R$s rather than $R^2$, as Brush and Bromiley (1997) indicate we should, we get substantially smaller differences between the corporate and business segment.
Table 6. Incremental $R^2$ analysis for three- and four-segment firms with 2SLS analysis

### Firms with three business segments

<table>
<thead>
<tr>
<th></th>
<th>1 Corp. and industry $R^2$</th>
<th>2 Corporate only $R^2$</th>
<th>3 Industry only $R^2$</th>
<th>(1 - 3) Incremental corporate $R^2$</th>
<th>(1 - 2) Incremental industry $R^2$</th>
<th>(1 - 3)/3$R^2$/R2 Incremental corp./ind. effect ratio</th>
<th>(2/3)$R^2$/R2 Corp. effect/ind. effect ratio</th>
<th>$\sqrt{(1 - 3)/\sqrt{3}}$ R/R</th>
<th>$\sqrt{2/(\sqrt{3})}$ R/R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>0.2710</td>
<td>0.2293</td>
<td>0.1171</td>
<td>0.1539*</td>
<td>0.0417*</td>
<td>1.3143</td>
<td>1.9582</td>
<td>1.1464</td>
<td>1.3993</td>
</tr>
<tr>
<td>Segment 2</td>
<td>0.1094</td>
<td>0.0642</td>
<td>0.0718</td>
<td>0.0376*</td>
<td>0.0452*</td>
<td>0.5237</td>
<td>0.8942</td>
<td>0.7237</td>
<td>0.9456</td>
</tr>
<tr>
<td>Segment 3</td>
<td>0.1035</td>
<td>0.0952</td>
<td>0.0286</td>
<td>0.0749*</td>
<td>0.0083*</td>
<td>2.6189</td>
<td>3.3287</td>
<td>1.6183</td>
<td>1.8245</td>
</tr>
<tr>
<td>Mean</td>
<td>0.1613*</td>
<td>0.1296*</td>
<td>0.0725*</td>
<td>0.0888a</td>
<td>0.0317a</td>
<td>1.2248b</td>
<td>1.7871b</td>
<td>1.1067b</td>
<td>1.3368b</td>
</tr>
</tbody>
</table>

### Firms with four business segments

<table>
<thead>
<tr>
<th></th>
<th>$R^2$</th>
<th>$R^2$</th>
<th>$R^2$</th>
<th>$R^2$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>0.1844</td>
<td>0.1407</td>
<td>0.1270</td>
<td>0.0574*</td>
<td>0.0437*</td>
</tr>
<tr>
<td>Segment 2</td>
<td>0.3235</td>
<td>0.1984</td>
<td>0.1973</td>
<td>0.1262*</td>
<td>0.1251*</td>
</tr>
<tr>
<td>Segment 3</td>
<td>0.3044</td>
<td>0.2228</td>
<td>0.0072</td>
<td>0.2972*</td>
<td>0.0816*</td>
</tr>
<tr>
<td>Segment 4</td>
<td>0.3035</td>
<td>0.1580</td>
<td>0.2097</td>
<td>0.0938*</td>
<td>0.1455*</td>
</tr>
<tr>
<td>Mean</td>
<td>0.2790*</td>
<td>0.1800*</td>
<td>0.1353*</td>
<td>0.1437*</td>
<td>0.0990a</td>
</tr>
</tbody>
</table>

*Mean of the figures in the above column.

**Ratio of the column means identified in the calculation above.

*F-test of difference between models is significant at 0.01 level.
effects. For example, in segments 1, 2, and 3 respectively corporation $R$ is 1.4, 0.9, and 1.8 times the industry $R$ (column labeled $\sqrt{2}/\sqrt{3}$, $R/R$). The average ratio of $Rs$ is 1.3—Corporate ROA is 1.3 times as important as industry (Table 6).

But this calculation of the corporate and industry effect ignores the covariance between the two explanatory variables (corporation and industry). Under the most conservative assumptions where we attribute all of the jointly explained variance to industry, what is the size of the corporate effect? Following Theil (1971: 163–175), we calculate how much Corporate ROA adds to the variance explained by Industry alone (see Table 6). We subtract the $R^2$ of the equation with just industry from the $R^2$ of the equation with both industry and corporate variables to give a conservative estimate of the variance explained by the corporate variable (column labeled 1–3, incremental corporate $R^2$). For segment 1 this gives us an incremental corporate effect of 0.154 (0.2710 – 0.1171) which when divided by the industry effect of 0.117 (column labeled 3) gives a ratio of 1.3 (column labeled (1–3)/3 = $R^2/R^2$, Corp. effect/ind. effect ratio). For segment 2 the equivalent ratio would be 0.5 and for segment 3 it would be 2.6.

The row labeled Mean presents the averages across the three equations. Using the most conservative assumptions expressed above, the ratio of corporation to industry is 0.0888/0.0725 = 1.225; corporation incremental $R^2$ is 1.2 times what industry explains—(average corporate incremental $R^2$)/(average industry $R^2$) (see column (1–3)/3, Table 6). The value of the incremental $R$ for corporation would be 1.1 times the $R$ for industry, which is an indicator of relative importance for this conservative approach. With more reasonable (not so conservative) assumptions, corporation explains 0.1296/0.0725 or 1.8 times what industry explains – (average corporate $R^2$)/(average industry $R^2$) (see column 2/3, Table 6). This same ratio in terms of incremental $R$ is 1.3. Thus there is a range for incremental corporate $R^2$ to Industry $R^2$ of 1.2 to 1.8 and a range of incremental corporate $R$ to industry $R$ of 1.1 to 1.3.

The lower portion of Table 6 reports results for corporations with four segments. Overall, these incremental $R^2$ results support a substantial explained variance for Corporate ROA. Analyses for firms with four segments indicate a range in ratios of $R^2$ from 1.1 for the incremental $R^2$ ratio to 1.3 for less conservative $R^2$ ratio. The same range for ratios of Rs is 1.0 to 1.15 (Table 6).

While an instrumental variables technique provides consistent estimates of the parameters, it underestimates the explained variance. The instrument is not identical to the actual variable and introduces measurement error which reduces its ability to explain the dependent variable. Because Corporate ROA in the Business Segment ROA equations is represented by an instrumental variable, it has inherent measurement error which reduces its ability to explain Business Segment ROA. For purposes of comparison with OLS estimates, we report an OLS regression of each equation separately in Tables 3 and 4 for three and four segments. Table 7 reports the explained variance results for these OLS estimates the same way that Table 6 reports this analysis for the two-stage least squares estimates. The results show a stronger corporate effect relative to industry effect with OLS than with the simultaneous equation model. This confirms the presence of a possible bias in the results when a contemporaneous error is not removed from the endogenous variables.

To summarize, when using both standardized betas and explained variance to measure importance, estimates suggest Corporate ROA has a slightly larger influence than Industry ROA on business segment profitability.

Further explorations: Business segment dummy variables

While the estimates above provide substantial evidence for the influence of corporations on business segment performance, the model differs substantially from others in the literature in that it omits explicit variables to represent business segment effects. This section remedies that omission.

Including business segment dummy variables in the models above presents some serious issues. Let us illustrate with a simple model. Suppose that corporations differ in their returns but the returns are constant over time (Corporate ROA$_{i,t}$ = Corporate ROA$_i$, for all $T$). Suppose also that there is no business segment effect—all business segments in a corporation have the same returns as the corporation (with some minor random noise): Segment ROA$_{i,1,k,T}$ = Corporate
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### Table 7. Incremental $R^2$ analysis for three- and four-segment firms with OLS analysis

<table>
<thead>
<tr>
<th>Firms with three business segments</th>
<th>1 Corp. and industry $R^2$</th>
<th>2 Corporate only $R^2$</th>
<th>3 Industry only $R^2$</th>
<th>(1 - 3) Incremental corporate $R^2$</th>
<th>(1 - 2) Incremental industry $R^2$</th>
<th>(1 - 3)/3 - $R^2/R^2$ Incremental corp./ind. effect ratio</th>
<th>(2/3) - $R^2/R^2$ Corp. effect/ind. effect ratio</th>
<th>Sqrt(1 - 3)/sqrt(3) $R/R$</th>
<th>Sqrt(2)/sqrt(3) $R/R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>0.3217</td>
<td>0.2678</td>
<td>0.1171</td>
<td>0.2046*</td>
<td>0.0539*</td>
<td>1.7472</td>
<td>2.2869</td>
<td>1.3218</td>
<td>1.5123</td>
</tr>
<tr>
<td>Segment 2</td>
<td>0.1313</td>
<td>0.0827</td>
<td>0.0718</td>
<td>0.0595*</td>
<td>0.0486*</td>
<td>0.8287</td>
<td>1.1518</td>
<td>0.9103</td>
<td>1.0732</td>
</tr>
<tr>
<td>Segment 3</td>
<td>0.1089</td>
<td>0.0997</td>
<td>0.0286</td>
<td>0.0803*</td>
<td>0.0092*</td>
<td>2.8077</td>
<td>3.4860</td>
<td>1.6756</td>
<td>1.8671</td>
</tr>
<tr>
<td>Mean</td>
<td>0.1873*</td>
<td>0.1501*</td>
<td>0.0725*</td>
<td>0.1148*</td>
<td>0.0372*</td>
<td>1.5834*</td>
<td>2.0699*</td>
<td>1.2584*</td>
<td>1.4387*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Firms with four business segments</th>
<th>1 Corp. and industry $R^2$</th>
<th>2 Corporate only $R^2$</th>
<th>3 Industry only $R^2$</th>
<th>(1 - 3) Incremental corporate $R^2$</th>
<th>(1 - 2) Incremental industry $R^2$</th>
<th>(1 - 3)/3 - $R^2/R^2$ Incremental corp./ind. effect ratio</th>
<th>(2/3) - $R^2/R^2$ Corp. effect/ind. effect ratio</th>
<th>Sqrt(1 - 3)/sqrt(3) $R/R$</th>
<th>Sqrt(2)/sqrt(3) $R/R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>0.1814</td>
<td>0.1295</td>
<td>0.1270</td>
<td>0.0544*</td>
<td>0.0519*</td>
<td>0.4283</td>
<td>1.0197</td>
<td>0.6545</td>
<td>1.0098</td>
</tr>
<tr>
<td>Segment 2</td>
<td>0.3343</td>
<td>0.1883</td>
<td>0.1973</td>
<td>0.1370*</td>
<td>0.1460*</td>
<td>0.6944</td>
<td>0.9544</td>
<td>0.8333</td>
<td>0.9769</td>
</tr>
<tr>
<td>Segment 3</td>
<td>0.5094</td>
<td>0.2434</td>
<td>0.0072</td>
<td>0.3022*</td>
<td>0.0660*</td>
<td>41.9722</td>
<td>33.8056</td>
<td>6.4786</td>
<td>5.8143</td>
</tr>
<tr>
<td>Segment 4</td>
<td>0.2941</td>
<td>0.1266</td>
<td>0.2097</td>
<td>0.0844*</td>
<td>0.1675*</td>
<td>0.4025</td>
<td>0.6037</td>
<td>0.6344</td>
<td>0.7770</td>
</tr>
<tr>
<td>Mean</td>
<td>0.2798*</td>
<td>0.1720*</td>
<td>0.1353*</td>
<td>0.1445*</td>
<td>0.1079*</td>
<td>1.0680*</td>
<td>1.2709*</td>
<td>1.0334*</td>
<td>1.1273*</td>
</tr>
</tbody>
</table>

*Mean of the figures in the above column.

*Ratio of the column means identified in the calculation above.

*F-test of difference between models is significant at 0.05 level (or lower)
ROA$_{j} + \varepsilon_{j,k,t}$. If the model includes dummy variables for each segment and no Corporate ROA variable, the segment dummy variables would fully and completely pick up the corporate effect. Parameter estimates for all the dummies for segments in a given corporation would equal the Corporate ROA effect. If we add a stable business segment effect, a similar result appears. That is, if Segment ROA$_{j,k,t} = \text{Segment ROA}_{j,k} + \text{Corporate ROA}_{j} + \varepsilon_{j,k,t}$, business segment dummy variables could completely reflect both corporate and business segment effects. Nothing remains for stable corporate effects to explain.

In the real world, the corporate effect should be a reasonably constant influence with perhaps a transient influence that varies by year. Well-managed corporations should have some premium in returns over time and poorly managed some permanent deficit. In that case, estimating the model with dummy variables for business segments and a continuous variable for Corporate ROA may underestimate the corporate effect. The yearly Corporate ROA variable in the model would largely represent the transient influence while the dummy variables would pick up any stable level effects within the corporation and business segments. Consequently we would expect this model to underestimate corporate effects.

We estimate the following model for segment ROA:

$$
\text{Segment ROA}_{j,k,t} = \delta_{j} + \beta_{01} D_{1} + \beta_{02} D_{2} + \ldots + \beta_{0k} D_{k} + \beta_{1} \text{Corporate ROA}_{j,t} + \gamma_{1} \text{Industry ROA}_{j,t} + \varepsilon_{j,k,t}
$$

where $D_{1}$ to $D_{k}$ are dummy variables for each business segment.

The results for these estimates appear in Tables 8 and 9. For the most part, these estimates agree with the estimates in the previous model. Corporate ROA has positive parameter estimates in all of the segment ROA equations and six out of seven are statistically significant. Industry ROA has positive parameters in six out of seven estimates and all five statistically significant estimates are positive. While the average size of the parameters on both Corporate ROA and Industry ROA have been reduced by the introduction of the segment dummy variables, they remain substantial and Corporate ROA continues to have a sizable effect compared to Industry ROA. The ratio of the average standardized coefficient on Corporate ROA to that on Industry ROA is 1.04, and 1.11 for the samples with three and four segments respectively.

To summarize, the introduction of dummy variables for each business segment did not eliminate the substantial corporate and industry effects in these models nor did it change the relation that the corporate effect exceeded the industry effect.

The incremental adjusted $R^{2}$ for the business effect is still much larger than either the corporate or the industry effect. Given the large number of parameters associated with the business segments, some adjustment for degrees of freedom appears needed when comparing segments to corporations and industries. Consequently, we examine adjusted $R^{2}$ rather than simply $R^{2}$. Note that adjusted $R^{2}$ may not perfectly correct for differing numbers of regressors, but is better than not correcting at all.

In the three-segment sample, adding business segment dummies increased the average adjusted $R^{2}$ from 0.16 (corporate and industry together) to 0.75 (an increase of 0.54, calculated from Tables 3 and 8). The analogous incremental change for business effects for the four-segment sample is 0.43. (calculated from Tables 4 and 9). In the metric of relative incremental $R^{2}$, the business effects clearly dominate the other two.

Given the results of Brush and Bromiley (1997), and because $R$ is consistent with correlation, which is a linear rather than a nonlinear measure of relative importance, we lean toward interpreting relative effects in terms of incremental $R$ rather than incremental $R^{2}$. In this case, the mean incremental business segment effects would be 0.77 and 0.66 for three- and four-segment samples respectively. The corporate and industry effects are 0.36 and 0.27 respectively in the three-segment sample and 0.42 and 0.36 for the four-segment sample. Using adjusted $R$, business effects are much smaller multiples of corporate and industry effects than in $R^{2}$ comparisons. Business segment effects are 2.1 and 1.6 times corporate effects (three- and four-segment samples). Business segment effects are 2.9 and 1.8 times industry effects (three- and four-segment samples). While business effects remain larger.
Table 8. Estimates of simultaneous equation with three business segments. (Business segment dummy coefficients not reported*)

<table>
<thead>
<tr>
<th></th>
<th>Business segment 1 ROA (2SLS)</th>
<th>Business segment 2 ROA (2SLS)</th>
<th>Business segment 3 ROA (2SLS)</th>
<th>Corporate ROA (2SLS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.028 (1.182)</td>
<td>0.012 (6.579)</td>
<td>0.162*** (1.644)</td>
<td>0.078*** (9.786)</td>
</tr>
<tr>
<td>Business segment dummies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate ROA</td>
<td>0.541*** (5.623)</td>
<td>0.365*** (3.687)</td>
<td>0.462*** (4.713)</td>
<td></td>
</tr>
<tr>
<td>ROA</td>
<td>0.243 (5.149)</td>
<td>0.180 (5.151)</td>
<td>0.199 (3.167)</td>
<td></td>
</tr>
<tr>
<td>Business segment 1's Industry ROA</td>
<td>0.333*** (5.149)</td>
<td>0.284*** (5.151)</td>
<td>0.170** (3.167)</td>
<td>0.136 (5.151)</td>
</tr>
<tr>
<td>Business segment 2's Industry ROA</td>
<td>0.235 (5.151)</td>
<td>0.237 (5.151)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business segment 3's Industry ROA</td>
<td></td>
<td></td>
<td>0.170** (3.167)</td>
<td>0.136 (5.151)</td>
</tr>
<tr>
<td>Business segment 1 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.495*** (9.833)</td>
</tr>
<tr>
<td>Business segment 2 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.409 (7.171)</td>
</tr>
<tr>
<td>Business segment 3 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.232 (5.326)</td>
</tr>
<tr>
<td>Corporate Debt/Assets</td>
<td></td>
<td></td>
<td></td>
<td>-0.004 (-0.396)</td>
</tr>
<tr>
<td>Rho</td>
<td>-0.025 (1.182)</td>
<td>-0.096 (1.182)</td>
<td>-0.049 (1.182)</td>
<td>-0.444*** (-0.396)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.8446 (5.149)</td>
<td>0.7942 (5.151)</td>
<td>0.8420 (5.151)</td>
<td>0.3110 (5.151)</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.7744 (5.149)</td>
<td>0.7014 (5.151)</td>
<td>0.7707 (5.151)</td>
<td>0.3058 (5.151)</td>
</tr>
<tr>
<td>N</td>
<td>535</td>
<td>535</td>
<td>535</td>
<td>535</td>
</tr>
</tbody>
</table>

*In numerical cells, the parameter estimate appears over $t$-statistic in parentheses and then the standardized coefficient.
*Two Stage Least Squares (2SLS) with instruments and serial correlation correction.
***$|Probability| > 0.001; **$|$Probability| > 0.01; *$|$Probability| > 0.05; ^$|$Probability| > 0.10

than corporate and industry effects, business segments appear almost approximately twice as important as corporate effects and 2.4 times as important as industry effects. Given Bowman and Helfat's (1997) argument that segment effects have positive biases (because they pick up any errors in industry classification), these ratios should be considered biased in favor of finding a large business segment effect.

In order to compare our findings using the simultaneous equation methodology to the variance component methodology, we estimate a variance components model on the same samples. Following McGahan and Porter (1997a) and Roquebert et al. (1996) we include terms for Year, Industry, Corporation, Business Segment and Error. Comparing the analysis for samples with three and four segments respectively, we find 10 and 15 percent of variance associated with industry, 5 and 15 percent with corporation, and 48 and 25 percent with business segment (See Table 10). Year was associated with 1 percent of the variance in both samples. The ratios of corporation to industry variance components are around $0.55:1$ and $1:1$ in the two samples respectively. Since Brush and Bromiley (1997) recommend evaluating relative size of effects by the square roots of the variance components, we
Table 9. Estimates of simultaneous equation with four business segments*. (Business segment dummy coefficients not reportedb)

<table>
<thead>
<tr>
<th></th>
<th>Business segment 1 ROA (2SLSb)</th>
<th>Business segment 2 ROA (2SLS)</th>
<th>Business segment 3 ROA (2SLS)</th>
<th>Business segment 4 ROA (2SLS)</th>
<th>Corporate ROA (2SLS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.020</td>
<td>-0.020</td>
<td>0.056</td>
<td>-0.134**</td>
<td>0.086**</td>
</tr>
<tr>
<td></td>
<td>(-0.396)</td>
<td>(-0.439)</td>
<td>(1.188)</td>
<td>(-2.774)</td>
<td>(7.143)</td>
</tr>
<tr>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>-0.000</td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Business segment dummies</td>
<td>68 dummies</td>
<td>68 dummies</td>
<td>68 dummies</td>
<td>68 dummies</td>
<td></td>
</tr>
<tr>
<td>Corporate ROA</td>
<td>0.818**</td>
<td>0.334</td>
<td>0.323</td>
<td>0.758**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.825)</td>
<td>(1.387)</td>
<td>(1.262)</td>
<td>(2.872)</td>
<td></td>
</tr>
<tr>
<td>Business segment 1's Industry ROA</td>
<td>0.009</td>
<td>0.183</td>
<td>0.155</td>
<td>0.287</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business segment 2's Industry ROA</td>
<td></td>
<td></td>
<td>0.575***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.623)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business segment 3's Industry ROA</td>
<td></td>
<td></td>
<td>0.052</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.367)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business segment 4's Industry ROA</td>
<td></td>
<td></td>
<td>0.337***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.286)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business segment 1 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.521***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(5.487)</td>
<td></td>
</tr>
<tr>
<td>Business segment 2 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.364</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.741***</td>
<td></td>
</tr>
<tr>
<td>Business segment 3 ROA</td>
<td></td>
<td></td>
<td></td>
<td>(7.000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.437</td>
<td></td>
</tr>
<tr>
<td>Business segment 4 ROA</td>
<td></td>
<td></td>
<td></td>
<td>0.459**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.277)</td>
<td></td>
</tr>
<tr>
<td>Corporate Debt/Assets Standard β</td>
<td></td>
<td></td>
<td></td>
<td>0.218</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.349*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.531)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.026^-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-1.706)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.126</td>
<td></td>
</tr>
<tr>
<td>Rho</td>
<td>0.033</td>
<td>-0.203*</td>
<td>-0.123</td>
<td>-0.048</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.8414)</td>
<td>0.7568</td>
<td>0.7870</td>
<td>0.8792</td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.7351</td>
<td>0.5939</td>
<td>0.6547</td>
<td>0.7082</td>
<td></td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>173</td>
<td>173</td>
<td>173</td>
<td></td>
</tr>
</tbody>
</table>

*Two Stage Least Squares (2SLS) with instruments and serial correlation correction.

bIn numerical cells, the parameter estimate appears over t-statistic in parentheses and then the standardized coefficient.

***|Probability| > 0.001; **|Probability| > 0.01; *|Probability| > 0.05; ^|Probability| > 0.10
examined these as well. Ratios of corporate to industry square roots of variance components are $2.03/2.80 = 0.73:1$ and $3.39/3.49 = 0.97:1$. While not radically different from the simultaneous equation results, the variance component results suggest industry is somewhat more important than corporation while the simultaneous equation results suggest the opposite.

**CONCLUSIONS AND IMPLICATIONS FOR FUTURE RESEARCH**

This study applies a new way to investigate the relative importance of corporate and industry effects. We use a continuous variable model, as an alternative to the more conventional ANOVA or VCA. This approach estimates the coefficients of corporation and industry effects on business segment returns while explicitly removing the simultaneous effects that might cause inconsistent estimates. We find a sizable corporate effect on business segment performance, one which appears to be greater than the industry effect. These estimates only use data from corporations with three or four business segments and so may not generalize to other samples.

We also investigate a complex null hypothesis that accounting relations explain the statistical findings. We can reject this.

Overall, corporate performance explains more variance in segment returns than industry performance. With the most reasonable estimates, the ratios of corporate to industry $R^2$ were $1.8$ in three segments and $1.3$ in four for an average of $1.6$ ($1.3$, and $1.2$ respectively in ratios of $R$s).

With the most conservative approach, which allocated all shared variance to industry, the ratios were $1.2$ in three segments, and $1.1$ in four segments, for an average of $1.15$ ($1.1$ and $1.0$ respectively in ratios of $R$s for an average of $1.05$). Furthermore, the average ratios of corporation to industry standardized coefficients ($1.6$, and $3.5$ respectively for three- and four-segment samples) result in an average of $2.5$. Thus, all these approaches ($R^2$, $R$, conservative and less conservative, and standardized coefficients) support a corporate effect somewhat larger than the industry effect but generally under twice the industry effect.

One might consider the debate over relative importance of corporation and industry effects as largely an argument about which of two small effects is smaller. However, when we measure importance using incremental adjusted $R$s rather than $R^2$s, a different picture emerges. Using this metric on our results, corporate and industry effects remain smaller than business segment effects, but appear half to four tenths the size of business effects respectively. Rather than inconsequential, corporation and industry effects remain important. Note also that these regressions have high levels of overall fit ($R^2$ in Tables 8 and 9 about 0.80), which suggests most of the variation in segment returns comes from the included factors (corporate, industry, and business segment) rather than some unexplained error term.

These results can be compared with a variety of results in the field—both variance components estimates by Rumelt (1991), Roquebert et al. (1996), and McGahan and Porter (1997a), and regression approaches by Hansen and Wernerfelt...
Lang and Stultz (1994) and James (1996) and (See Table 11). Let us consider each in turn.

Rumelt (1991)

Based on associated variances, Rumelt found that the corporation was anywhere from 10 percent as important as industry in his Sample A to 41 percent as important as a much smaller industry effect in his Sample B. But he preferred to view the corporate effect as essentially zero (to paraphrase, present but not important), given his acknowledgment of error in the calculation of variance-component estimates. Thus, our results question Rumelt’s interpretation.

McGahan and Porter (1997a)

McGahan and Porter (1997a) revisit Rumelt’s analysis by using VCA and incorporating an autoregressive term to control for serial correlations—which reflects temporal persistence. They find corporate effects that are roughly one fourth the size of industry effects, and corporate effects are about 4 percent of total variance. When they apply Rumelt’s model to their data, their results are very similar to those of Rumelt (1991).


Our results agree with those of Roquebert et al. (1996), despite using a different method of analysis. Across their 10 samples, the percentage of variance explained by the corporate variance component averaged 1.8 times the percentage for industry (average effect of 10.1% for industry and 17.9% for corporation). This agrees well with our less conservative estimates of 1.8, 1.3 and 1.3 for corporations with three, four, and five segments.

Our analysis differs from Roquebert et al. (1996) in that our samples include firms with only three and four segments, while the main sample in Roquebert et al. (1996) combines corporations with two or more segments with an average number of segments of 4.01. They find the percent variance explained by the corporation declined as they eliminated corporations from the sample which have fewer segments, i.e., moving from samples with two or more, to three or more and four or more, etc.

In our sample, the average corporate effect and average incremental corporate effect did not decline consistently as we moved from samples with three to four segments (see Table 6). Nor do our standardized coefficients on Corporate ROA decline consistently (Tables 3 and 4).

Hansen and Wernerfelt (1989)

Related work by Hansen and Wernerfelt (1989) compares organizational influences on corporate performance. They find in a sample of 60 corporations that organizational climate appeared to have a greater influence on corporate performance than industry profitability.

Lang and Stultz (1994)

Lang and Stultz’s (1994) related work investigates whether the market valuation of firms correlates with degree of diversification. They compare the Tobin's q of diversified firms through the late 1970s and 1980s to single-industry firms and find that the market values single-industry firms more highly than diversified firms. Our results do not speak to this issue directly, since we are investigating samples of diversified firms with three and four segments. Nonetheless, among diversified firms we do find a corporate effect, that the corporation influences the performance of the business segment, which, at face value, seemingly contradicts the inference that one might derive from Lang and Stultz (1994).

James (1996)

In recent work James (1996) examines corporate strategies (low cost or differentiation), learning approach (exploration vs. exploitation), and industry effects. She finds corporate strategy interacting with learning approach explains double the variance that industry dummy variables explain.

Taken all together these results present a serious problem. While ANOVA, our regression approach, and the behavioral work of Hansen and Wernerfelt (1989) and James (1996) demonstrate a corporate effect equal or greater than the industry effect, Rumelt (1991) and McGahan and Porter (1997a) find small corporate effects using VCA. Roquebert et al. (1996) finds a substantial corporate effect using VCA on a sample with COMPUSAT data.
Table 11. Studies investigating the relative contribution of industry, corporate and business unit effect for firm or business unit performance

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (data base, year, restrictions)</th>
<th>Unit of analysis and variables</th>
<th>Method</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schmalensee (1985)</td>
<td>FTC data base 1975 (single year)</td>
<td>FTC Business Unit</td>
<td>OLS, F-tests and inc. adj. R² of nested equations, Variance Components analysis</td>
<td>Corporate-parent effect is negligible. Industry membership explains 20% of total firm performance. Business unit effect is small and significant.</td>
</tr>
<tr>
<td>Wernerfelt and Montgomery (1988)</td>
<td>Trinet Large Firm Database 10K reports FTC LOB for Industry Variables 1976</td>
<td>Business Unit Tobin's q (10K) for dependent variable</td>
<td>OLS, F-tests and incremental R² of nested equations</td>
<td>Firm focus (a measure of firm diversification) explains 2.6% of total variance. 2-digit SIC industry membership explains 20% to 12.3% depending on controls. Market share explains 1%. Corporate parent effect explains 1-2%.</td>
</tr>
<tr>
<td>McGahan and Porter (1997a)</td>
<td>COMPUSTAT Industry Segment Tapes 1981-1994 All sectors except finance Includes single-business firms</td>
<td>Business segment</td>
<td>Random effects Variance Components analysis, Sequential ANOVA with F-tests and R² of nested equations</td>
<td>Corporate parent explains 1.7 for industry effect in terms of R² and R is greater than 1.</td>
</tr>
<tr>
<td>Current</td>
<td>COMPUSTAT Industry Segment Tapes 1986-1995 All sectors except finance</td>
<td>Business segment Sample restricted to firms with 3 and 4 segments</td>
<td>Two-stage least-squares F-tests and R² of nested equations</td>
<td>Ratio of corporate effect to industry effect is 1.7 for standardized coefficients. Ratio of corporate effects to industry effects in terms of R² and R is greater than 1.</td>
</tr>
</tbody>
</table>
Roquebert et al. (1996) offer three interpretations of the difference between their results (substantial corporate effect) and Rumelt's (no corporate effect). They suggest the time periods of the data differ, the methods differ in minor ways, and the sample differs in what appears to be level of diversification. They find the corporate effect appears to decline with the number of segments in the corporation. Rumelt's sample consisted of firms with many more lines of business.

These comparisons present some difficulties. Rumelt's categories come from the FTC data and do not correspond directly to the COMPSTAT business segment data. The FTC line of business data is supposed to define business units in terms of sales in a particular 3.5-digit SIC code but may combine multiple corporate divisions if they sell in the same industry. COMPSTAT segments, on the other hand, may combine businesses from several different 4-digit SIC codes. Thus one expects differences in the results derived from these two data sets.

On the other hand, Bowman and Helfat's (1997) review of work in the area offers an intriguing observation. Of McGahan and Porter's (1997a: 22) 7003 corporations, only 1791 were diversified. With this sample they get results quite close to Rumelt's (1991) although with a slightly larger corporate effect. Roquebert et al. (1996) eliminate all corporations with only one segment. They do not expect single-business firms to have a corporate effect that would be different from a business effect. The small corporate effects in Rumelt (1991) and McGahan and Porter (1997a) may come from an estimate where most of the corporate effects are constrained to be zero—one-business companies. Alternatively, as suggested in McGahan and Porter (1997b), excluding the single-business firms to get a better estimate of corporate effects may create sample selection bias problems resulting in biased estimates of business effects or industry effects.

Rumelt (1991) and McGahan and Porter's (1997a) ANOVA results find substantial corporate effects. The estimates vary depending on order and model specification but corporate effects appear roughly the same magnitude as the industry effects (particularly when one takes the different number of degrees of freedom used into account).

To summarize, this paper provides a new estimate of the influence of industry and corporation on business segment performance. Differing radically from Rumelt's VCA estimates, we find corporations do matter greatly. When considered along with other technical issues and results in the field, we think the evidence to date supports a conclusion that corporate parentage explains slightly more variance in business unit performance than industry membership. Corporations matter as much or more than industry.
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APPENDIX 1: VCA and ANOVA compared

ANOVA estimates models of the following form:

\[ Y_i = \beta_0 + \beta_1 D_{i1} + \beta_2 D_{i2} + \ldots + \beta_n D_{in} + \alpha D_2 + \alpha_1 D_2 + \ldots + \alpha_m D_{2m} + \epsilon_i \]  

(7)

where \( D_{i1} \) to \( D_{in} \) are dummy variables corresponding to the \( n \) classes of the first kind (e.g., corporations) and \( D_{21} \) to \( D_{2m} \) are dummy variables corresponding to the \( m \) classes of the second kind (e.g., industries). The error \( \epsilon_i \) is assumed to be normally distributed (0, \( \sigma^2 \)). The importance of an explanatory factor (e.g., corporation or industry) is associated with the variance explained by the set of dummy variables for that factor.

VCA estimates models of the following form:

\[ Y_{n,m} = \mu_n + \gamma_m + \epsilon_{n,m} \]  

(8)

where \( \mu_n \) and \( \gamma_m \) are random individual effects with \( E(\mu_n) = 0 \), \( E(\mu_n^2) = \sigma^2_{\mu} \), \( E(\gamma_m) = 0 \) and \( E(\gamma_m^2) = \sigma^2_{\gamma} \). It is also assumed that \( E(\mu_n \times \gamma_m) = 0 \) if \( i \neq j \) and \( E(\gamma_i \gamma_j) = 0 \) if \( i \neq j \); also \( \mu_n \), \( \gamma_m \) and \( \epsilon_{n,m} \) are all uncorrelated (Fornby et al., 1988). That is, \( \mu_n \) and \( \gamma_m \) are effects for each class of \( \mu \) and \( \gamma \), for instance, corporation and industry. Rather than estimating each value, i.e., \( \mu_n \), \( \gamma_m \), the technique estimates \( \sigma^2_{\mu} \) and \( \sigma^2_{\gamma} \) which Rumelt (1991) and others interpret as reflecting
the importance of that class, for example cor-
ora
tion or industry.

APPENDIX 2: Continuous vs. Dummy
Variable Models

The dummy variable approaches such as ANOVA
and variance components (which is often called
random effects ANOVA) basically examine
whether the mean of the dependent variable varies
across differing explanatory categories (e.g., by
corporation or industry). This discrete or dummy
variable approach uses many degrees of freedom
since it uses a parameter for each level of each
factor.

If we have a plausible way of measuring the
level of the explanatory variables, we can replace
the dummies with these measures. In place of a
dummy variable and parameter for each cor-
poration, industry, or business segment, we only
need one parameter for each continuous explana-
tory variable. For example, in McGahan and
Porter (1997a: Table 5), the model takes up over
12,298 degrees of freedom, about 21 percent
of the total observations. A continuous variable
representation would use 4 or 5 degrees of free-
dom for the model.

This leaves us with the question of what would
be a good proxy for the industry or corporation.
While we see the mean returns for the industry as
a very obvious choice for the performance
impact of that industry, the point can be derived
more analytically.

Assume that the VCA representation is correct.
Consistent with assumptions of VCA, we assume
that Corporation, Industry and Year are randomly
drawn from independent normal distributions.
Using non-Greek notation and only including the
industry, corporate and year effects, Rumelt's
general representation of a variance components
model is (Equation 2, Rumelt 1991):

\[
\text{ROA}_{it} = \text{Industry}_i + \text{Corporation}_t + \text{Year}_t + \epsilon_{it}
\]

In a regression framework using dummy vari-
ables, one would represent this model using a
separate dummy variable for each level of Indus-
try, Corporation, and Year. But this is not
inherent in the assumptions of the model. It is
just as legitimate to think of Industry as a column
vector that takes on the value Industry, for busi-
ness segments in industry \(i\). Similarly, one can
think of corporation as a column vector with the
value of Corporation, for all business units in
corporation \(k\), and likewise for year.

If we use the values for Industry, Corporation, and
Year, then we could see this as the following
regression model:

\[
\text{ROA}_{it} = \beta_1 \text{Industry}_i + \beta_2 \text{Corporation}_t + \\
\beta_3 \text{Year}_t + \epsilon_{it}
\]

with the hypotheses that \(\beta_1 = \beta_2 = \beta_3 = 1\). We
can now show that Industry mean returns provides
a good estimate for Industry.

Consider the following data set where we have
three corporations each of two segments which
operate in two industries. On ROA and the error,
the first subscript is industry, the second is cor-
poration, and the third is year. For simplicity, we
omit the grand mean but note the mean of each
factor's values is zero, as is the mean of ROA.
For each segment we have four annual observa-
tions:

Corporation 1

\[
\begin{align*}
\text{ROA}_{111} &= \text{Industry}_1 + \text{Corporation}_1 + \text{Year}_1 + \epsilon_{111} \\
\text{ROA}_{112} &= \text{Industry}_1 + \text{Corporation}_1 + \text{Year}_2 + \epsilon_{112} \\
\text{ROA}_{113} &= \text{Industry}_1 + \text{Corporation}_1 + \text{Year}_3 + \epsilon_{113} \\
\text{ROA}_{114} &= \text{Industry}_1 + \text{Corporation}_1 + \text{Year}_4 + \epsilon_{114} \\
\text{ROA}_{121} &= \text{Industry}_2 + \text{Corporation}_1 + \text{Year}_1 + \epsilon_{121} \\
\text{ROA}_{122} &= \text{Industry}_2 + \text{Corporation}_1 + \text{Year}_2 + \epsilon_{122} \\
\text{ROA}_{123} &= \text{Industry}_2 + \text{Corporation}_1 + \text{Year}_3 + \epsilon_{123} \\
\text{ROA}_{124} &= \text{Industry}_2 + \text{Corporation}_1 + \text{Year}_4 + \epsilon_{124} \\
\text{ROA}_{131} &= \text{Industry}_3 + \text{Corporation}_1 + \text{Year}_1 + \epsilon_{131} \\
\text{ROA}_{132} &= \text{Industry}_3 + \text{Corporation}_1 + \text{Year}_2 + \epsilon_{132} \\
\text{ROA}_{133} &= \text{Industry}_3 + \text{Corporation}_1 + \text{Year}_3 + \epsilon_{133} \\
\text{ROA}_{134} &= \text{Industry}_3 + \text{Corporation}_1 + \text{Year}_4 + \epsilon_{134}
\end{align*}
\]

Corporation 2

\[
\begin{align*}
\text{ROA}_{211} &= \text{Industry}_1 + \text{Corporation}_2 + \text{Year}_1 + \epsilon_{211} \\
\text{ROA}_{212} &= \text{Industry}_1 + \text{Corporation}_2 + \text{Year}_2 + \epsilon_{212} \\
\text{ROA}_{213} &= \text{Industry}_1 + \text{Corporation}_2 + \text{Year}_3 + \epsilon_{213} \\
\text{ROA}_{214} &= \text{Industry}_1 + \text{Corporation}_2 + \text{Year}_4 + \epsilon_{214} \\
\text{ROA}_{221} &= \text{Industry}_2 + \text{Corporation}_2 + \text{Year}_1 + \epsilon_{221} \\
\text{ROA}_{222} &= \text{Industry}_2 + \text{Corporation}_2 + \text{Year}_2 + \epsilon_{222} \\
\text{ROA}_{223} &= \text{Industry}_2 + \text{Corporation}_2 + \text{Year}_3 + \epsilon_{223} \\
\text{ROA}_{224} &= \text{Industry}_2 + \text{Corporation}_2 + \text{Year}_4 + \epsilon_{224} \\
\text{ROA}_{231} &= \text{Industry}_3 + \text{Corporation}_2 + \text{Year}_1 + \epsilon_{231} \\
\text{ROA}_{232} &= \text{Industry}_3 + \text{Corporation}_2 + \text{Year}_2 + \epsilon_{232} \\
\text{ROA}_{233} &= \text{Industry}_3 + \text{Corporation}_2 + \text{Year}_3 + \epsilon_{233} \\
\text{ROA}_{234} &= \text{Industry}_3 + \text{Corporation}_2 + \text{Year}_4 + \epsilon_{234}
\end{align*}
\]

Corporation 3

\[
\begin{align*}
\text{ROA}_{311} &= \text{Industry}_1 + \text{Corporation}_3 + \text{Year}_1 + \epsilon_{311} \\
\text{ROA}_{312} &= \text{Industry}_1 + \text{Corporation}_3 + \text{Year}_2 + \epsilon_{312} \\
\text{ROA}_{313} &= \text{Industry}_1 + \text{Corporation}_3 + \text{Year}_3 + \epsilon_{313} \\
\text{ROA}_{314} &= \text{Industry}_1 + \text{Corporation}_3 + \text{Year}_4 + \epsilon_{314} \\
\text{ROA}_{321} &= \text{Industry}_2 + \text{Corporation}_3 + \text{Year}_1 + \epsilon_{321} \\
\text{ROA}_{322} &= \text{Industry}_2 + \text{Corporation}_3 + \text{Year}_2 + \epsilon_{322} \\
\text{ROA}_{323} &= \text{Industry}_2 + \text{Corporation}_3 + \text{Year}_3 + \epsilon_{323} \\
\text{ROA}_{324} &= \text{Industry}_2 + \text{Corporation}_3 + \text{Year}_4 + \epsilon_{324} \\
\text{ROA}_{331} &= \text{Industry}_3 + \text{Corporation}_3 + \text{Year}_1 + \epsilon_{331} \\
\text{ROA}_{332} &= \text{Industry}_3 + \text{Corporation}_3 + \text{Year}_2 + \epsilon_{332} \\
\text{ROA}_{333} &= \text{Industry}_3 + \text{Corporation}_3 + \text{Year}_3 + \epsilon_{333} \\
\text{ROA}_{334} &= \text{Industry}_3 + \text{Corporation}_3 + \text{Year}_4 + \epsilon_{334}
\end{align*}
\]
\[ \text{ROA}_{232} = \text{Industry}_2 + \text{Corporation}_2 + \text{Year}_2 + \epsilon_{232} \]
\[ \text{ROA}_{322} = \text{Industry}_3 + \text{Corporation}_2 + \text{Year}_2 + \epsilon_{322} \]
\[ \text{ROA}_{233} = \text{Industry}_2 + \text{Corporation}_3 + \text{Year}_3 + \epsilon_{233} \]
\[ \text{ROA}_{323} = \text{Industry}_3 + \text{Corporation}_3 + \text{Year}_3 + \epsilon_{323} \]

Given this data set, we could estimate an ANOVA model with Industry, Corporation, and Year effects and would expect to find estimates that approximate the values above (i.e., the estimate of the effect for Industry One would be approximately Industry1 above).

Alternatively, if we can provide a proxy that has a value close to Industry, for segments in Industry One, and close to Industry, for segments in Industry Two, we should get roughly the same results with a continuous variable model using the proxy.

Consider the mean ROA for an industry as a proxy for the Industry effect in the VCA representation. In the example here, there are 12 observations for each industry, which means the mean for Industry One is:

\[
\text{IndustryMean}_1 = \frac{1}{12} \sum_{i=1}^{12} \text{ROA}_{i,c} \\
= \frac{1}{12} \sum_{i=1}^{12} \text{Industry}_i + \text{Corporation}_i + \text{Year}_i + \epsilon_{i,c} \\
= \frac{1}{12} \sum_{i=1}^{12} \text{Industry}_i + \frac{1}{12} \sum_{i=1}^{12} \text{Corporation}_i \\
+ \frac{1}{12} \sum_{i=1}^{12} \text{Year}_i + \frac{1}{12} \sum_{i=1}^{12} \epsilon_{i,c} \\

\]

Consider the expectation of the values of the right-hand side. Since Corporation, Industry and Year are randomly drawn from independent normal distributions, the expected values Corporation, Year, and \( \epsilon_{i,c} \) are all zero. This gives the following equation:

In other words, the mean of the segment ROAs within a given industry provides an unbiased estimate of the industry effect for that industry. An identical logic follows for the corporate effects.

Thus, mean industry or corporate returns provide good proxies for the industry and corporate effects. Under VCA assumptions, the expected results from a continuous variable model should be approximately equal to those from the discrete variable approaches.

In addition, since we can take industry and corporate mean returns by year, we do not need a year effect. Any general year factors that influence all segments certainly should influence all segments in a given industry and so will be picked up by the industry effect. Actually, the annual industry mean value should provide a proxy for both the general year effect and an interaction between year and industry.

To summarize, the continuous variable approach using mean returns as proxies follows directly from the arithmetic under VCA assumptions. The main difference between the continuous variable approach and ANOVA/VCA is that continuous variable models have a substantial advantage in power. Whereas the ANOVA for the model above would need independent parameters associated with three corporations, 4 years, and two industries (nine parameters for 24 observations), a continuous variable representation would only need two parameters (one for corporation and one for industry).